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Presented at the 1st International Workshop on Realin addition to the development methodology and system
Time Mission-Critical Systems: Grand Challenge Problentisecycle constraints mentioned above, designers of mission-
November 30, 1999; Phoenix, Arizona USA. critical real-time systems also have historically used relatively

static methods when allocating scarce or shared resources to
system components. For instance, flight-qualified avionics
Abstract mission computing systems [1] establish the priorities for all

Commercial-off-the-shelf (COTS) middleware addresses m&§PUrce allocation and scheduling decisions very early in the

design forces for developing mission-critical distributed? tem IlfgcycIeJ.e., well before ru.n-t.|me. .S.tatlc strgtegles
systems, including reducing development cost and cycle—tipfé\(e .tradltlonally been used for mission-critical Tea"“.”?e ap-
However, meeting additional requirements for real-time qu£_|cat|ons becagse (1) system resources were insufficient for
ity of service (QoS) in these systems is currently beyond thare compu@gonally-mtgnswe dy.”a”."“c on-line app_roaches
state-of-the-art in available COTS middleware solutions. ﬁ'Pd, (2) simplifying analysis and valldatpn was essential to re-
this paper, we discuss key research challenges associated W" " pudget and on sched'ule, particularly when systems
determining the policies, mechanisms, and patterns requi?@ﬁre designed from scratch using low-level, proprietary tools.

to create a new generation of QoS-enabled COTS middlewEF%

for real-time mission-critical systems, erging trends and solutions: The next generation of

mission-critical real-time systems requires an increasingly
wide range of features to support various quality of service
(QoS) aspects, such as bandwidth, latency, jitter, and depend-
ability. These systems include avionics mission computing

L . . . systems, manufacturing process control systems, and tactical
Limitations with current practice: Due to constraints on

footprint ‘ d weight/ i ommand and control systems. In addition to requiring sup-
ootprint, performance, and weignpower consumption, 9gs 4 ¢, stringent QoS requirements, these systems have be-
velopment of mission-critical real-time systems has hist

icallv | d far behind inst t devel omeenabling technologief®r companies competing in mar-
ically lagged far behind mainstream software developmeilis \here deregulation and global competition motivate the

methodologies. AS a resylt, real—tlmg software system's fA&d for increased software productivity, quality, and cost-
extremely expensive and time-consuming to develop, Va“daéﬁectiveness

optimize, deploy, maintain, and upgrade. Moreover, they ar or instance, next-generation avionics mission computin
often so specialized and tightly coupled to their current con- ’ 9 . puting
t'~:tems [2], such as the sensor-driven example shown in Fig-

figuration and operating environment that they cannot ad .
9 P 9 y ure 1, must collaborate with remote command and control

readily to new market opportunities, technology innovations, . ; o
. X e . systems, provide on-demand browsing capabilities for a hu-
or changes in run-time situational environments.

man operator, and respond flexibly to unanticipated situational

“This work was supported in part by Boeing, NSF grant NCR-962821@cCtors that arise in the run-time enVironmem [3] More'
DARPA contract 9701516, and Nortel. over, these systems must perform unobtrusively, shielding hu-

1 Introduction




T e the Quality Objectg (QuO) distributed object middleware [8],

and the RT ARM* adaptive resource manager [9], focus
on monitoring and adaptive management of run-time QoS.
/O Facade ) { /O Facade ) (_ 1/0 Facade Likewise, techniques for multi-dimensional QoS management
\ P in operating systems have been developed outside the Quo-
A

rum program, including RT-Mach [10], RED-Linux [11], and

3: push (delmarshaled data) Scout [12].
Synopsis of a grand challenge: We believe that QoS-
focused research activities outlined above are necessary. How-
ever, they are not sufficient by themselves to address a key
2: push (demarshaled data) “grand challenge” facing researchers and developdeter-

mining the policies, mechanisms, and patterns necessary to
create commercial-off-the-shelf (COTS) middleware that can
meet the QoS requirements of next-generation mission-critical
real-time systemsCOTS middleware resides between appli-
cations and the underlying operating systems, protocol stacks,
and hardware in complex mission-critical systems [13]. Com-
mon examples of COTSniddleware such as the Object
Management Group’s (OMG) CORBA [14] and Real-time
CORBA [15], Sun’s Jini [16], Java RMI [17], and EJB [18]
frameworks, Microsoft's DCOM [19], and IBM's MQSeries
message-oriented middleware (MOM) [20].
The goal of COTS middleware is to decrease the cycle-time
and effort required to develop high-quality systems by com-
posing applications out of flexible and modular reusable soft-
man operators from unnecessary details, while simultaneowgfyye components and services, rather than building them en-
communicating and responding to mission-critical informérely from scratch. While it is possiblie theoryto develop
tion at an accelerated operational tempo. these complex systems from scratich, without using COTS
The characteristics of next-generation real-time systemildleware, contemporary economic and organizational con-
outlined above present resource requirements that can \irgints are making it implausible to do Bopractice Thus,
significantly at run-time. In turn, this increases the demar@®TS middleware plays an increasingly strategic role in soft-
on end-to-end system resource management, thereby makingie intensive, real-time mission-critical systems.
hard to simultaneously (1) create effective resource managers
using traditional statically constrained allocators and sche@per organization: The remainder of this paper is struc-
ulers and (2) achieve reasonable resource utilization. In agred as follows: Section 2 describes key research chal-
dition, the mission-critical aspects of these systems requiRges and design forces that must be addressed to build next-
that they respond adequately to changing situational featujeseration mission-critical adaptive real-time systems; Sec-
in their run-time environment. tion 3 outlines the key patterns, policies, and mechanisms
Meeting the increasing demands of next-generation reaécessary to develop COTS middleware that possesses ef-
time systems motivates the need for adaptive techniques, sechive adaptive and dynamic resource management capabil-
as the dynamic scheduling, reconfiguration, and layered ities, and shows how this approach helps resolve the chal-
source management techniques being explored in the conkexges described in Section 2; Section 4 summarizes our cur-
of the DARPA Quorum program [4], among others. Some @ént progress in (1) developing adaptive and dynamic resource
these techniques, such as the dynamic CPU scheduling stiatenagement techniques for COTS middleware and (2) apply-
gies in TAO? [5], are intended to defer many of the resourdag them to real-time mission-critical systems; and Section 5
allocation and scheduling decisions until run-time, while stifresents concluding remarks.
providing QoS guarantees for critical operations [6].

Other Quorum technologies, such as DeSiDeR&aTa], onio University.

3QuO was developed at BBN Technologies.

1TAO was developed at Washington University. 4The RT ARM was developed jointly by the Honeywell Technology Cen-
2peSiDeRaTa was developed at the University of Texas, Arlington atet, Texas A&M University, and the Georgia Institute of Technology.

Figure 1. Sensor-driven Avionics M|SS|on Computlng Exam-
ple




2 Synopsis of Key Research ChallengeSystem configuration: Developers of real-time systems
and Design Forces must be able to control the internal concurrency, resource man-
agement, and resource utilization configurations throughout
The following design forces characterize the key researmiddleware and applications, to provide the necessary level

challenges we have identified based on our work develoangend'to'end quality of service (QoS) to applications.

mission-critical adaptive real-time systems [1, 8, 2, 6, 3, 2Hystem adaptation: The system must be able to (1) reflect
These forces must be addressed by researchers to ensurgg\situational factors as they arise dynamically in the run-time
tem correctness, adaptability, and adequate resource utilggsironmentand (2) adapt to these factors while preserving the
tion. integrity of key mission-critical activities. Operators must be
Diverse inputs: Mission-critical systems must simultanei-nsmat(_jd frpm the programming modgl for resource manage-
‘ ment,e.g, via a set of suitable abstractions for communicating

ously use diverse sources of information, such as raw sen- . - .
y S V S8Berator QoS requirements and monitoring/controlling the re-
sor data, command and control directives, and operator inputs

. L. . I - ] .
while sustaining real-time timing behavior. ceived QoS

Di touts: Missi itical ¢ t t Development time and cost management: The time and
IVETS€ oulputs. ~Vission-chitical Systems often must CoNg g,y expended to develop, validate, optimize, deploy, main-

currently produce diverse outputs, such as filtered sensor A& and upgrade mission-critical systems must be managed

mechanical device commands, and imagery, whose So'%%?y carefully across an entire product line [21]. Thus, to

quali'ty and timeliness is crucial to other systems with Wh'%n:hieve an effective economy of scale, a significant portion
they interact. of the cost required to develop software for a particular appli-

Shared resources: Mission-critical and/or time-critical op- C&tion or system should be amortized across the development

erations must effectively share resources with operations tHg€ycles of other applications and systems in a productline.
possess less stringent timing or criticality constraints.

Critical operations: ~Systems with hard timing constraints3 Proposed Solution: Adaptive Real-

for mission-critical operations must insulate mission-critical : :
operations from the resource demands of non-critical opera- time COTS Middleware

tions. . . .

3.1 Overview of Real-time COTS Middleware
High availability: ~ Systems must react to hardware failuresI h . K d |
and network topology changes, and return to correct real-tiﬁﬁéhoug some operating systems, networks, and protocols

operation within a bounded interval after such a failure gpw support real-time sc.hedulmg, th.ey do not provide
change. tegrated end-to-end solutions. For instance, research on

QoS for ATM networks has focused largely on policies and

Diverse resource management goa|s:Systems must bal- mechanisms for aIIocating network bandwidth on a virtual-
ance different and sometimes competing resource mandgéUit basis. Likewise, recent research on Internet2 top-
ment goals involving different kinds of resourcesy, maxi- iCs has focused on either specific signaling and enforcement
mizing utilization of the CPU or sharing link bandwidth fairlynechanisms (such as RSVP [22]) or on broadly based and
between threads at the same priority. global resource sharing techniques (such as Differentiated
Services [23]). In addition, research on real-time operating

End-to-end requirements: Many mission-critical real-time systems [24] has focused largely on avoiding priority inver-
systems operate in heterogeneous environments, and rsiggts and non-determinism in synchronization and scheduling
manage distributed resources to enforce QoS requirememéghanisms for multi-threaded applications.
end-to-end. For example, such systems may need to managggeneral, QoS research on networks and operating systems
resource allocations consisting of several end-system CRids not addressed key requirements and end-to-end usage
and network links along a request-response path betweRaracteristics of mission-critical real-time systems developed
client and server endsystems. using COTS middleware. In particular, existing approaches

. . have not focused on providing bottvartically (i.e., network
Programming models: Developers of real-time SysteM§yiortace s application layer) andhorizontally (i.e., end-to-
must be able to trade off the relative complexity of differeR, ) integrated solution that provides a higher-level service
programming models, which can increase or decrease sysﬁqgael’ or global policy framework, to developers and end-

development time and effort, with the real-time system perfofserg. Determining how to map (1) the results from earlier
mance benefits that each programming model provides.



QoS research on global policies and local enforcement teabhieve the full potential of COTS middleware for mission-

nigues onto (2) adaptive real-time COTS middleware is an igritical real-time systems; finally, Section 3.5 relates the adap-

portant open research issue that is crucial to solve the gréimel and dynamic middleware techniques presented in this pa-

challenges of mission-critical real-time systems. per (1) to static approaches that have been used historically
To meet these research challenges, and to resolve thetRegievelop real-time mission-critical systems and (2) to the

design forces described in Section 2, we believe it is necesgirfgamic and adaptive techniques developed by the operating

to devise an architectural framework that preserves the benéfjstem and networking research communities.

of existing research areas, while simultaneously defining new

protocols and interfaces that encompass the end-to-end net- ]

work and host resources needed to adequately characterize¥eg- Necessary Requirements

erations that require the cooperation of multiple systems. Qne

promising architectural framework that meets these requi}lg(-a believe that a major step toward achieving vertical and hor-

ments is based on the Real-time CORBA specification uifntal integration of QoS management capabilities into mid-

which is a COTS middleware standard that supports end $E"Vare for mission-critical real-time systems will occur when

. . . . . the level of abstraction used by developers is raised above the
end predictability for operations fixed-priority> CORBA ap- :
pIicaFt)ions y P P y P OS-level and network-level APIs provided by current COTS

R . ... _tools and run-time software. One of the key leverage points
As shown in Figure 2, the Real-time CORBA specmc%r emerging COTS middleware-based abstractions is that it
is the first protocol/interface layer to encompass both the net-

END-TO-END PRIORITY .
work and host resources needed to adequately characterize op-

PROPAGATION . ) X . .
in args erations that require the cooperation of multiple systems using
operation() standard APIs and components.
out args + return value The following requirements must be met to enable devel-
<«—o0 opers of mission-critical adaptive real-time middleware and
SKELETON i H .
ST OBJECT apphcauons.to m'eet thg key research challenges and design
EXPLICIT SYNCHRONIZERS ADAPTER forces described in Section 2.
BINDING _ ) ] ]
< » THREAD POOLS Achieve systematic reuse through COTS middleware
GIOP frameworks: Given sufficient time and effort, it is possible
4 A to achieve the specific requirements of mission-critical real-
PROTOCOL time systems in aad hocmanner. In practice, however, the
PROPERTIES o— competitive business environment in which these systems are

0OS KERNEL - ; ! ) i
developed places increasingly stringent constraints on time

and budgets for software development. Furthermore, the in-
creasing scarcity of qualified software professionals exacer-
bates the risk of failing to complete mission-critical projects,
nless the scope of software development required for each
roject can be tightly constrained.

. ) - . For these reasons, it is necessary that mission-critical real-
tion defines standard APIs and policies that allow applica- . .

. ; : ime systems be built as much as possible freasable COTS
tions to configure and control (IProcessor resourcesia

thread pools, priority mechanisms, intra-process mutexes mrigdleware componentkigure 3 illustrates the following two

a IobaFI) schégulin yservice (Qa)m;‘nunicgtion resourcasda ’?ayers of middleware that can reside between the (1) underly-
9 ng LA ing OS and protocol stacks and (2) applications and services.

protocol properties and explicit bindings, and (8¢mory re-

sourcesvia request queues and bounded thread pools.

The remainder of this section is structured as follows: Sec-, Low-level middleware: This layer encapsulates core
tion 3.2 articulates steps that are necessary to resolve the K& .ommunication and concurrency services to eliminate
design forces described in Section 2; Section 3.3 descripﬁny tedious, error-prone, and non-portable aspects of de-
steps that are beneficial, but not strictly required; Section 34, ning and maintaining distributed applications using low-
identifies risky or detrimental steps that should be avoidedi{Qa| network programming mechanisms, such as sockets.

5Subsequent OMG specifications are standardizing dynamic scheduﬁn Widely_used example of low-level middleware for real-
techniques, such as deadline-based [11] or value-based [25] scheduling. t;HC?ES)y[SZtg]mS is the ADAPTIVE Communication Environment

0S 1/0 SUBSYSTEM

0S 1/0 SUBSYSTEM
NETWORK ADAPTERS,

NETWORK ADAPTERS,

Figure 2: Features in the Real-Time CORBA Specificationup

NETWORK
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system thread priorities, thread pools, and synchronization
primitives, such as mutexes and semaphores. These mecha-
| APPLICATIONS - nisms are important building blocks and must be both acces-
e sible through and configurable by the adaptive real-time mid-

4
COMMON % dleware.
SERVICES — Embed configurable policies: Providing predictable end-

> to-end performance requires the collaboration of different
policies and mechanisms at different locations and architec-

tural levels in the system. This mandates a framework that

supports configurable dynamic and/or adaptive resource man-

agement policies at different points along a system request-

response or request-execution path to meet different and

changing conditions.

For example, to minimize the resource demands of non-

OPERATING critical, time-bounded operations, each of several identi-

SYSTEMS & . . . fied decision points along a request-response path can check

LD GOILY) whether a request for such an operation is still “on schedule”
Figure 3: Layers of Middleware to meet its deadline. If an operation cannot meet its deadline,

the request may be dropped and/or an exception propagated
back to the originating client.
e Higher-level middleware: This layer builds upon ) . ) ) .
the lower-level middleware to automate common ndtlexibly specify QoS attributes: Middleware must provide
work programming tasks, such as parameter marsHigxible interfaces that allow applications to specify which
ing/demarshaling, socket and request demultiplexing, aggs attributes are (1) considered by resource allocation poli-

fault detection/recovery. At the heart of higher-level real-tinféeS: (2) propagated with requests, or (3) specified by an appli-
middleware is Real-time CORBA [14, 15]. cation. For example, applications may want to specify general
QoS attributes, such as execution deadlines, rates, or through-

In general, employing low-level and higher-level COTgut reservations. Likewise, applications should be able to use
middleware has the following benefits: (1) it shields softmiddleware APIs to specify application Qo&g, to define
ware developers from low-level, tedious, and error-prone dizadlines for individual end-to-end requests or transactions.
tails, such as socket level programming [27], (2) it provid@he middleware is also responsible for mapping these higher-
a consistent set of higher-level abstractions [6, 8] for develdgvel specifications onto lower-level OS mechanisms, which
ing adaptive mission-critical real-time systems, (3) it leveragésal with 1/0 bandwidth, local thread scheduling parameters,
previous design and development expertise by capturing imd other lower-level QoS attributes and enforcement mecha-
plementations of key design patterns [28] in reusable franmgsms.

works, and (4) it amortizes software lifecycle costs across o . ,
many development efforts. Standardization: Standards for dynamic and adaptive re-

source management in COTS middleware should be based on

Componentized services: Figure 3 also illustrates how aoperational systems us@dpracticeor on prototypes that re-
layer of standard service components can be supported dlegt key aspects of real-world applications. This helps ensure
the COTS middleware. These components [29] provitleat the results of standardization efforts will reflect, rather
domain-independent capabilities that can be reused by varitha invent, realistic dynamic and adaptive resource manage-
applications. Common services [30] include persistence [3dlent strategies. If a standard attempts to invent solutions to
security [32], transactions [33], fault tolerance [34], and codynamic and adaptive resource management for COTS mid-
currency [35]. For example, it is essential to provide highatleware prior to sufficient practical experience being gained
level services that allow the system to effectively manage systh such systems, it increases the risk of excluding key al-
tem resources. These distributed services manage key sygierithms and implementation techniques that are crucial for
aspects, such as global scheduling parameters, 1/0 bandwidtiportant use-cases.
memory allocation, or work loads. For example, in Section 3.3, we describe notification of fail-

More specifically, typical mechanisms managed by glohak as a beneficial feature for many real-time systems, but one
resource services include end-to-end global thread prioritidgt is not feasible in some use-cases. Nuances such as this
pluggable mappings of global thread priorities into native enabound in active research areas, such as QoS management for



mission-critical real-time systems. Thus, attempts to mandatevalue for completion. Dropping such non-critical opera-
specific features prior to a reasonably thorough explorationtimins conserves resources for other more productive activities,
the problem domain in practice can have unintended and and it is reasonable to allow that the overhead for failure noti-

desirable consequences. fication be avoided in such cases, as well. Therefore, we cast
exception propagation as a desirable capability, rather than a
mandatory one.

3.3 Desired Capabilities

We believe the following features are useful to developers of

mission-critical adaptive real-time systems, but are perh@ Necessary Exclusions

not sufficiently general to be cast as necessary requirements

for all mission-critical real-time systems. Based on our previous experience [1, 8, 2, 6, 3, 21] developing
. L . a wide-range of real-time applications on QoS-enabled mid-
Start with well-known policies: - Reference IrT]plemema_ﬁleware, we believe it is necessary to make the following ex-

gol\;; osfeweIIEI-Dklrzwo:’v)\gn r&i?:ur’;:? alloga'\t/:ar::pgycg;bsucr? zs ltcﬁjsions to preserve the flexibility of developers to build cor-
: [361, ) [36], [ ]’. and v [37] schedul o o implementations of diverse features for mission-critical
ing strategies, serve as starting points for development %ré% ptive real-time systems:

prototyping activities. To support these well-known policies,

the middleware framework should support sufficient general- o .
ity and/or flexibility in the mechanisms for resource allocdttribute restrictions:  We believe there should be no re-

tion so that it is both feasible and efficient to substitute of#fictions on which attributes, such as execution time or crit-
such policy for another. For example, the request dispatchif@ity, are (1) considered by a resource allocation policy, (2)

mechanism shown in Figure 4 can be configured to supp@fvarded along a request-response path, or (3) supplied by
the application. While the set of attributes shown in Figure 5

APPLICATION has been sufficient for previous work on QoS-enabled middle-
Q Q COMPONENT
? /4 METHODS
_:\i _,2 __2 _,2 PRIORITIZED DISPATCHING (struct RT_|Info )
THREADS {
[ - [ | Criticality criticality_;
. SUEUEDIQ" ETHOD Timeworstcase exec_time ;
PCALL REQUESTS Period period_;
Figure 4: Request Dispatching Mechanism |mportanceimportance ;
Dependency_I nfo dependencies ;
RMS, EDF, MLF, or MUF simply by specifying the numbél' J DISPATCHED AFTER

and types of dispatching queues, and the priorities of the cor-

Figure 5: Operation Characteristics
responding dispatching threads [6]. g P

Identified decision points: Real-time COTS middlewareware, we anticipate that there will be use-cases where addi-
must support identifiers for resource management decisimmal attributes are needed. Therefore, we do not support the
points along each request-and-response path. Supporting swdion that any one set of attributesiscessarilfcomplete for
identifiers allows real-time aspects, such as deadlines aldystems.

reservations, to be specified with respect to these individ-

ual scheduling decision points. For example, reserving CREatyre deprecation: No removal of features from COTS
cycles and network bandwidth along a distributed requegfiqdieware standards, such as the Real-time CORBA specifi-
response path requires that specific reservations be madgQyn [15], unless a fundamental contradiction with manda-
identifiedendsystems and network links. tory dynamic or adaptive resource scheduling features is dis-

Notification of failure: It is often desirable to support ex-covered.

ception propagation back along the request-response path

when real-time semantics fa#,g, a deadline is missed. ForRestrictions on non-real-time issues: It is important that
many real-time systems, failure naotification is mandatory, pdnere be no restrictions on the ability of resource allocation
ticularly for critical operations. As discussed in Section 3.@plicies to address non-real-time issues such as throughputand
however, a system may drop a request for a non-critical tiffairness, as well as real-time issues, such as as priority preser-
constrained operation that will miss its deadline and thus givation and deterministic timing bounds.



3.5 Relationship to Existing Techniques and for monitoring and visualizatigrwhich we describe below.
Research Communities

We view the techniques proposed in this paper, such‘d Adaptive Resource Management

gﬁga::/'g rsecchoenc:iu “unrgti[gl; [g]ug;rr?:gs;;%:ﬁggl'n?o[gr]i’a,?ew%ponsiveness to changing situational factors is a key re-
tensri)ons to the sgtatic resource aIIocation){echni F:JF:as Ft)hat hgwrement of many real-time mission-critical systems. To re-

L ) ques ﬁnd effectively to the new combination of situational factors,
been used historically. By preserving the best attrlbutesa

; : Iy . ._a [eal-time mission-critical system must often modify its op-
these approaches and extending their capabilities as efﬂmeg}[ ting characteristics. For instance, it may require different

ible, w liev new generation of mission-criti . )
as possible, we believe a new generation of mission-c t% rategies for allocating scarce system resources, such as CPU

adaptive real-tlme system s can be reallzed. Fo_r EXaMRes and network bandwidth, to respond effectively to the
sensor-driven systems with hard real-time processing requjre-

i ) . w combination of situation factors.
ments can benefit greatly from dynamic scheduling capabili-

. . . g During the past three years, we have explored several re-
ties, particularly to make effective use of over-provisioned re- L ) . .

. ated topics in the context of real-time embedded information
sources during non-peak loads.

Another valuable feature used in many real-time s stemS stems. These topics include developing a strategized frame-
X vaiu ature used | y ! y rk for static, dynamic, and hybrid static/dynamic schedul-
statically allocated priority banding [6], which can be enforc

by preemptive thread priorities. Priority banding is essentlap [6]illustrated in Figure 6. In addition, we have applied this
because higher priority operations can be shielded from t

struct RT_Info

resource demands of lower priority operations. Hybrid static| e (soneouien's | IEmmeta OFF-LINE

. . . Crtcaly. - INPUT SCHEDULER 3. ASSIGN STATIC PRIORITIES
dynamic scheduling techniques [37] offer a way to preserv imporance INTERFACE ) 4.MAP STATIC PRIORITIES

. . . . . lependencies_;
the off-line scheduling guarantees for critical operations, whilau: i, ] oo RO
ianeaSing overall SyStem utilization. 1. SPECIFY ATTRIBUTES 2. POPULATE 6. ASSIGN DISPATCHING

. . . REPOSITORY STRATEGY
As more real-time systems are interconnected, both with QUEVE CONFIBURATION

each other and with non-real-time systems, the need to (SCHEDULER'S ON-LINE

port flexible and configurable scheduling capabilities [6] | 8- conioure
comes increasingly important. We also believe that emert 14 oy oueves
standards for dynamic and adaptive resource manageme  "totR
real-time mission-critical systems should extend correspc  arrovmve
ing standards for static resource management. For exaripic,
standards for dynamic CPU scheduling in real-time middle-

ware should extend the existing static CPU scheduling mecha-

OUTPUT
INTERFACE )

OBJECT ADAPTER

ORB CORE

e e e
1/0 SUBSYSTEM

ORB ENDSYSTEM

RUN-TIME
SCHEDULER

RT_INFO
REPOSITORY

7. SUPPLY DISPATCHING
QUEUE CONFIGURATION
TO THE ORB

9. SUPPLY STATIC PORTIONS
OF DISPATCH PRIORITIES
TO THE ORB

Figure 6: Strategized Scheduling Framework

nisms of current real-time middleware specifications, so thagmework to integrate adaptation capabilities in the applica-
the existing static mechanisms will interoperate with addjon, resource manager, and operation scheduling/dispatching

tional capabilities for dynamic scheduling.
Finally, important insights can be gleaned from the oper-
ating system and networking research communities. These

layers [3] of real-time, mission-critical avionics systems [2, 1].

communities have developed a plethora of QoS policies #hd Adaptive System Architectures

mechanisms that address enforcement, allocation, and a

sues, such as hierarchical scheduling [38], fair resource allg
tion [39], distributed signaling protocols [40], and admissiqB
control policies [41].

Simplified programming model:

ming our earlier efforts to manually integrate adaptation ca-
cbé\%'ilities from different system layers, it became evident that
g?ﬁeta-levelintegration capability was desirable for the fol-

wing reasons:

Providing a meta-level

description of the various adaptive capabilities in different sys-

4 Progress to Date

tem layers simplifies and reifies the programming model for

adaptive real-time mission-critical systems.

Our progress to date in identifying key patterns and devel-
oping techniques for adaptive and dynamic resource man

nlication-independence: Providing a meta-level de-

ment and applying them to real-time mission-critical systemg/iPtion of the system operating regions decouples the adap-

can be classified into three main areas: ddaptive resource
management(2) adaptive architecturesand (3)frameworks

tive architecture from the particulars of any specific applica-
tion, increasing the relevance of the adaptive system architec-

ture across real-time mission-critical system domains.



Automated language and tool support: Providing lan- have extended that framework to support visualizing real-time
guage and tool support for these descriptions helps to autontetieaviors [42], as shown in Figure 8. The extended frame-
and decouple system aspects, such as functionality, timing be-

havior, and fault tolerance, so that (1) new aspects can b
tegrated when new system requirements arise and (2) int
tions between the various aspects can be managed effect |
The work described in Section 4.1 involved integrating k bovE

portions of the RT ARM [9] and TAO [5] technologies de\___Brovser
veloped under the DARPA Quorum [4] program, with a sam-
ple application from the avionics domain. We are in the pro-
cess of evolving our adaptive architecture to integrate ke
aspect-language and resource management capabilities fro
the QuO [8] technologies, which were also developed under
Quorum. The QuO adaptive architecture is shown in Figure 7. Figure 8: Extended Visualization Framework
We envision significant applicability for this integrated adap-

work use monitoring and reporting mechanisms that are simi-
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(HEGHPROR
SUPPLI ER)
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COMPONENT
ADAPTER
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EVENT SERVI CE
(ApP CHANNEL)
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COMPONENT
(Low PRI ORI TY
CONSUMER)

REAL-TI M
EVENT SERVI CE
( DOVE AGENT)

APPLI CATI ON
COMPONENT
(LOW PRI ORI TY
SUPPLI ER)

COMPONENT
ADAPTER

_— | _______ g il £ = e e s _I? Aapsetin lar to the work described in Section 4.1. In addition, we have
Lo W —— (e investigated classes of real-time algorithms suitable for use in
]l —— e, J adaptive systems, and have implemented a demonstration of a
T — Erican - Duwm | wmimr published algorithm that represents one such class, using this
'bSL S e )I visualization frameworR.
B ey H.:l.-..-‘}\u..:u:. (R T

for key grand challenges facing researchers and developers of
real-world real-time mission-critical systems. However, meet-

E S { w5 Concluding Remarks
. n j“ = Adaptive real-time COTS middleware is a promising solution
I S

Gl rasta # ing the QoS requirements of next-generation systems requires
more than higher-level design and programming techniques,
Figure 7: QuO Adaptive System Architecture such as encapsulation and separation of concerns, associated

with conventional COTS middleware. Instead, it requires an

tive architecture, including end-to-end control of distinct Qdstegrated architecture, based on adaptive real-time middle-

aspects in a distributed real-time environment with high vayiare patterns, policies, and mechanisms, that can deliver end-
ability of situational factors. to-end QoS support at multiple levels in distributed real-time
and embedded systems.

L . . To support an adaptive COTS middleware architecture ef-
4.3 Frameworks for Monitoring and Visualiza fectively requires new dynamic and adaptive resource man-

tion agement techniques that extend existing static resource man-

To integrate and demonstrate the cooperation of differ@@€ment techniques. By preserving the key capabilities
adaptation mechanisms in the work described in Section £ the static approaches, and generalizing those capabilities
it was necessary to develop mechanisms for monitoring dfdinclude dynamic and hybrid static/dynamic capabilities,
reporting real-time system behavior. These mechanisms wdfgsion-critical adaptive real-time systems can be built to ad-
used by the resource manager layer to identify the systef€SS the needs of broad application categories. The key is
current operating region, so that it could make adaptation ddgj-Support & multi-dimensional end-to-end QoS [10] frame-
sions based on that region. These mechanisms were also ¥l that allows middieware and application developers to
to verify correct real-time behavior of the adaptive system a§'@re €asily effect, control, and coordinate the collection of
whole, and to assess scalability by measuring behavior un@¥fer-level mechanisms that come into play, using techniques

different operating conditions. 5 — o . .
. . . .. The visualization framework demonstration is available in the
We have implemented a generic framework for visualiziRg\o/examples/simulator directory in the TAO ORB at URL

distributed object computing systems, called DOVE [42]. Wevw.cs.wustl.edu/ ~ ~schmidt/TAO.html




that are simple and cost-effective to use, understand, and &l Object Management Groufihe Common Object Request Broker:
date. We believe the research directions outlined in this paper Architecture and Specificatio®.3 ed., June 1999.

provide the basis for the next-generation of mission-critic&l]
real-time systems.
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