The ATM Forum
Technical Committee

BISDN Inter Carrier Interface
(B-1CI) Specification
Version 2.0 (Integrated)

af-bici-0013.003

December, 1995



af-bici-0013.003 B-1CI Specification, V 2.0, December 1995

The ATM Forum Technical Committee

ATM BISDN Inter Carrier Interface (B-1CI) Specification
Version 2.0
December, 1995

©1995 The ATM Forum. All Rights Reserved. No part of this publication may be reproduced in
any form or by any means.

The information in this publication is believed to be accurate as of its publication date. Such
information is subject to change without notice and the ATM Forum is not responsible for any
errors. The ATM Forum does not assume any responsibility to update or correct any information in
this publication. Notwithstanding anything to the contrary, neither The ATM Forum nor the
publisher make any representation or warranty, expressed or implied, concerning the
completeness, accuracy, or applicability of any information contained in this publication. No
liability of any kind shall be assumed by The ATM Forum or the publisher as aresult of reliance
upon any information contained in this publication.

The receipt or any use of this document or its contents does not in any way create by implication or
otherwise:

* Any expressor implied license or right to or under any ATM Forum member company’s
patent, copyright, trademark or trade secret rights which are or may be associated with the
ideas, techniques, concepts or expressions contained herein; nor

*  Any warranty or representation that any ATM Forum member companies will announce
any product(s) and/or service(s) related thereto, or if such announcements are made, that
such announced product(s) and/or service(s) embody any or all of the ideas, technologies,
or concepts contained herein; nor

*  Any form of relationship between any ATM Forum member companies and the recipient or
user of this document.

Implementation or use of specific ATM standards or recommendations and ATM Forum
specifications will be voluntary, and no company shall agree or be obliged to implement them by
virtue of participation inthe ATM Forum.

The ATM Forum is a non-profit international organization accelerating industry cooperation on
ATM technology. The ATM Forum does not, expressly or otherwise, endorse or promote any
specific products or services.

NOTE: This document (Integrated) supersedes previoudly issued ATM Forum B-I1CI
Soecification, Version 2.0 (Delta), November 1995, and B-ICI Specification,
Version 1.1, September 1994,

Page 2 ATM Forum Technical Committee



B-1CI Specification, V 2.0, December 1995

TABLE OF CONTENTS

L TN OTUCT DN e 1
N0 O 1 00 1 P 3
0 oo 0 1P 3
1.3 Document Organi Zation........ccieuiririiiiiie e e 4
L4 T IrMINO  OQY . e e 5
15 Related DOCUMENTS. ... ..ot 6

2. N EEWOIK A S DB S, .ttt ittt e e et 7
2. PIINCIPIES. i 7
2.2 BISDN Protocol ArChiteCtUre.........ouiiiiiie e 7
2.3 Network Node INterface...... ..o 9
24 Multi-Carrier Network Configuration..........coceeeiiiiiiiiiiie e, 9
2.5 Relation of the B-ICl to Other INterfaces.........cooieiiiiiiie e, 10
2.6 Multi-Service Aspects of the B-ICl ... 11
2.7 Network Interworking Functions and the Multi-Service B-ICl...........ccccoeeeieennn. 14

3. B-ICI Physical Layer SpeCifiCations.........cc.viuiiuiiiiiiiiiii e 17
3.1 Signal Formatsat the B-1Cl........ooiiiiii e, 17
3.2 Physical Layer Characteristics of the 155.520 Mbit/sSTS-3cB-ICl ..................... 17

B2 Ll BIl RAIE ...t 17
3.2.2 Signal FOrMaAL........oiiiiiiiii e 17
3.2.2.1 Framing Information...........cccooviiiiiiiiiic e 18
3.2.2.2 Overhead Bytes Active Acrossthe B-ICl............ccoeiiiiiiinnn, 18

3.2.3 PoOWering ArrangementS.......cuiuiiiiiiei e 19
3.2.4 HEC Generation and HEC ChecCK...........ccoooviiiiiiiiiiiiiiieee 19
3.2.5 Cell Payload Scrambler..........ccoiiiiiii e, 21
3.2.6 Cell Mapping and Delineation............cccoeiiiiiiiiiii e 21
3.2.7 PMD Characteristics of the 155.520 Mbit/s STS-3¢c B-ICl..........ccccoeene. 21
3.2.8 Synchronization, Timing and Jitter...........ccooiiiiiiiiiiii e 21
3.2.8.1 Synchronization and Timing.........ccoccvviviiiiiniiiiieeeenen 21
328 2 Tl e 21

I B o401 o (o = TP 22
3.3 Physical Layer Characteristics of the 622.080 Mbit/s STS-12¢c B-ICl.................... 22
3.3 L BIl RAIE ... 22
3.3.2 Signal FOrMaL........oiiiiii i 22
3.3.2.1 Framing Information...........cccovviiiiiiiiiiic e 22
3.3.2.2 Overhead Bytes Active Acrossthe B-ICl............ccceiiiiiinnn, 22

3.3.3 Powering ArrangementS.......cuiuiuiiieee e 23
3.3.4 HEC Generation and HEC CheCK...........ccocoviiiiiiiiiiiiieee 23
3.3.5 Cell Payload Scrambler..........coooiiii e, 23
3.3.6 Cell Mapping and Delineation............cccoeiiiiiiiiiii e 23
3.3.7 PMD Characteristics of the 622.080 Mbit/s STS-12¢ B-ICl...................... 23
3.3.8 Synchronization, Timing and Jitter...........ccooiiiiiiiiiiii e 23
3.3.8.1 Synchronization and Timing........ccocovvviiiiiniiiii e, 23

3.3 8.2 Tl e 24

3.3.9  CONNECIONS . ...ttt ettt et et e 24
3.4 Physical Layer Characteristics of the 44.736 Mbit/s (DS3) B-ICl........................ 24

ATM Forum Technical Committee Page i



af-bici-0013.003 B-1CI Specification, V 2.0, December 1995

3.4.1 PLCP-Based ATM MappPinNg.....cocoeuiiiiuiuiiiiiiiiee e eeee e 24

B4 1L Bil RABE. ..t 24

3.4.1.2 Frame SIUCTUI . ......uee e 24

3.4.1.3 C-Bit Channel Definition.........ccccoviiiiiiiiiieee, 25

3.4.1.4 Signal FOrmat.......cocovieiiiriiiiiiii e 28

3.4.1.41 PLCP FOrMal......ccvviiiiiiiiiiiiie e 28

34D TIMING. i 30

3.4.1.6 HEC Generation and HEC ChecK...........cccocoviiiiiiiiiiiiniinnn. 30

3.4.1.7 Cell Payload Scrambler............ccooveiiiiiiiiiee, 31

3.4.1.8 Cell DelinNeatioNn.......c.vuiuiiiiiiiii e 32

3.4.1.9 Powering ArrangementsS.........cccoeuviiiiiiiiiiiiie e 32

3.4.1.10 PMD Characteristics of the 44.736 Mbit/sB-ICI ..................... 32

I 0 R § Y P 32

3.:4.1.12  CONNECION. ...t 32

3.4.2 HEC-Based ATM MaPPING ... cuvineiiiiiie et 32

3.5 HEC Functions and Cell Delineation..............ooveiiiiiiiiiii e 32
3.5.1 HEC-GENEIAION. . ..t 32
3.5.2 HEC-CNECK ..t 33
3.5.3 Cell Payload Scrambler..........cccooiiiiii e, 34
3.5.4 Cell DeliN@atioN.......cuiuiiiiii e 35

3.6 Physical Layer Characteristics of the 34.368 Mbit/s (E3) B-ICl..........ccccccvunnnnnnne 36
3.7 Physical Layer Characteristics of the 155.520 Mbit/s (SDH) STM-1 B-IClI............. 36
4, B-ICI ATM Layer SPeCifiCation.........cuuiiiiiiiii e 37
A1 ATM LA e SEIVICES .ttt 37
4.2 Service Expected from the Physical Layer..........coooiveiiiiiiiiiiiiiiiceeeeeen, 39
4.3 ATM Caell Structure and Encoding at the B-I1Cl............ccoviiiiiiiiiiiiiiceeen, 39
4.4 ATM Layer Functions Involved at the B-ICI (U-plan€) ...........ccoovviiiiiiiiinn.. 41
4.4.1 Multiplexing Among Different ATM Connections.............ccccccveieeeeneenns 42
4.4.2 Cell Rate DeCOUPIING. ..ot 42
4.4.3 Cell Discrimination Based on Pre-defined Header Field Values.................. 43
4.4.4 Céell Discrimination Based On Payload Type Indicator (PTI) Field Vaues......44
4.4.5 Loss Priority Indication and Selective Cell Discarding...........cccccvvvvvvvnnnnns 45

5. Common B-ICI Traffic Management and Network Performance...................ocooiene. 47
5.1 Network Performance ConsSiderations...........c.vvuuiiueiniiiieineiineneeeeieeineens 49
5.1.1 Reference TraffiCLoads........c.vuviuieiiii e 49
5.1.2 Allocation Principles for Network Performance................ccoooeeviiiiennnnn. 51

5.2 TraffiC CONIACT. . ... e 53
5.2.1 Connection Traffic DeSCriPLOr......cc.vvuiiiiiiiiciee e, 54
5.2.2 Compliant ATM CONNECLION .....vieiee e eeeaeas 54

5.3 Traffic Management FUNCLIONS...........ooiiiiiiiiii e 55
5.3.1 Connection Admission CONrol..........cviuiiiiiiiiiiiie e 55
5.3.2 Network Parameter Control...........coooviiiiiiiiiiee 58
5.3.3 Priority Control......oiiii i 59
5.3.4 Explicit Forward Congestion Indication.............cccccevviiiiiiiiiiieiieein, 59

6. Common B-ICl Operations and MaintenanCe..............cevuieiiieiiieiiieiiiei e 61
6.1 Physical Layer OperationS........c.cuiiiuiiiiiiiic e 61
6.1.1 Physical Layer Operations for the 44.736 Mbit/s DS3 B-ICl..................... 61
6.1.1.1 DS3 Layer Operations and Maintenance................cccceeeeeevvnennns 61

6.1.1.2 DS3PLCP Operationsand Maintenance.............oocvvvvvinennannnn. 61

Page ii ATM Forum Technical Committee



B-1CI Specification, V 2.0, December 1995

6.1.1.2.1 DS3 PLCP Performance Monitoring............c........... 62
6.1.1.2.2 DS3 PLCP Loss of Frame (LOF).......ccccoovvviiiennnnnn. 63
6.1.1.2.3 DS3 PLCP Path RAI (Yellow).......ccoiviiiiiiiiiiiennnn. 63
6.1.2 Physical Layer Operations for the 155.520 Mbit/s STS-3¢ B-IClI................ 63
6.1.2.1 Transmission Performance Monitoring...........cccoeevuveviineiinnnnns 64
6.1.2.2 Failure States........ccoiuiriiiiiiiii e 64
6.1.2.2.1 Loss of Signal (LOS)......ccccvvviiiiiiiiiiiiniee, 65
6.1.2.2.2 Loss of Frame (LOF).......ccoviiiiiiiiiiiee, 65
6.1.2.2.3 Loss of Pointer (LOP).......cocoveiiiiiiiiiiiiieecee, 65
6.1.2.2.4 Loss of Cell (LOC) Delineation................cccoeevvnnnnens 65
6.1.2.2.5 Path Signal Label Mismatch................cooooviiiinnnnn, 66
6.1.2.3 Fault Management SIgnalS.........coooiiiiiiiiii i 66
6.1.2.4 State Tablesfor Precedence of Fault Management Signals............. 67
6.1.3 Physica Layer Operations for the 622.080 Mbit/s STS-12¢ B-ICI .............. 67
6.1.4 Physical Layer Operations for the 155.520 Mbit/s (SDH) STM-1 B-ICI......... 67
6.2 ATM Layer OPerationNS......ccuiuitiiiiiee et ee e aes 67
6.2.1 ATM Layer Management Information FIOWS ...........cccooiiiiiiiiiiiienns 68
6.2.2 ATM OAM Cel FOrMatS........ciuiiiiiii e 69
6.2.3 OAM FUNCHIONS. ..ot 73
6.2.3.1 ATM Fault Management Functions at the B-ICl........................ 73
6.2.3.1.1 Alarm Surveillance..........c.ccoocoiiiiiiiiiiiiiinin, 73
6.2.3.1.2 Connectivity Verification..............ccoveeiieiiniiinennnnns 75
6.2.3.1.2.1 Segment Loopback.....................eeeniis 75
6.2.3.1.2.2 End-to-End Loopback......................... 76
6.2.3.1.3 Continuity Check ........ccooiiiiiiiiiciee, 77
6.2.3.2 Performance Management Functions at the B-ICl....................... 77
6.2.3.2.1 Performance Management Cell Payload Structure......... 77
6.2.3.2.2 Mechanism for VP/VC PM Cell Generation................ 78
6.2.3.2.2.1 Segment VP/VC Monitoring.................. 79
6.2.3.2.2.2 End-to-End VP/VC Monitoring .............. 82
6.2.3.3 OAM Activation/Deactivation Functions at the B-ICl................... 83
6.2.3.3.1 Activation/Deactivation Cell Payload Structure............. 84
6.2.3.3.2 PM Activation and Deactivation Procedures................ 85
6.2.3.3.2.1 PM Activation Procedure...................... 86
6.2.3.3.2.2 PM Deactivation Procedure................... 86
6.2.3.3.2.3 Responses and Actions Resulting from a
Deactivation Request ..o 87
6.2.3.3.3 Performance Monitoring Activation/Deactivation
Requirements.........cocviiiiiiccecce e 87
6.3 Additional Operations ConNSIderations...........ccccuviuieiniiiieiiiiieieeee e aeeas 89
6.3.1 Service Management PrOCESSES. .......c.vvuiiriineiiiieiieeeeee e aneaeaeeneenns 89
6.3.2 Management Information to Be Exchanged Between Carriers.................... 91
7. B-lCl SIgNaling. .. e 93
7.1 B-ICl Requirements and Selection of B-1SUP.............ccoooviiiiiiiiiiiiiiiecs 93
7.1.1 B-ICI Signaling Requirements.........c..ccooviiiiiiiiiniici e 93
7.1.2 B-ICI Signaling Protocol Selection..........cc.ccooiiiiiiiiiiiieei 94
7.2 Likely B-ICI Signaling EVOIULION ..o 94
7.3 Relationship of the ATM Forum's B-1CI Signaling Requirements and the ..............
IO I VYo | o PP PP 95
7.3.1 Interoperability Between ATMF B-ICI Spec 2.0 and ITU Versionsof the......
BISUP and MTP Level 3. .. 95

ATM Forum Technical Committee Page iii



af-bici-0013.003

B-1CI Specification, V 2.0, December 1995

7.8

7.3.2 Differences Between ATMF B-ICl Spec 2.0 and ITU BISUP/MTP Level 3
SEANAANAS. .. 96
7.3.2.1 Signaing Functionality in ITU BISUP/MTP Level 3 Omittedin ATMF

B-ICI SPEC 2.0 ... 96
7.3.2.2 Additiona Functionality of ATMF B-ICI Spec 2.0 Signaling, Relative
to ITU BISUP Standards...........coovvviiiiiiiiiiccee 96

Signaling Network TOpology......ccouiiiiiiiii e 98

Signaling Network Configuration...........ccovuiiiiiiiiii e 101

Network Signaling Protocol Architecture..........ccoooveiiiiiiiii i 102

MTP Level 3 Subset for Associated Mode SIgnaling ........coevviviiiiiiiiiien, 102

7.7.1 Signaling Message Handling..........ccoooviiiiiiiiiiie e 103

7.7.2 Signaling Link Management..........cc.cooiiiiiiiiiii e 103

7.7.3 Signaling Route Management..........ccoouiiiiiiiiiniiic e 103

7.7.4 Signaling Traffic Management.............ccooviiiiiiiii e 103

7.7.5 Requirementsfor MTP Level 3 for Associated Mode..............cccevvvvvnnnnnn. 104

Call and Connection Control FUNCLIONS...........ooouiiiiiiiiieiei e 106

7.8.1 Call and Connection Control MESSages...........vevuieeiieiieiineeiieiiieeieennns 106

7.8.2 Assignment Procedure of VPCI/VCI and Bandwidth.................ccooovnnnnn. 106
7.8.2.1 Management of VPCI/VCI Vaues and Bandwidth of Each VPC .....106
7.8.2.2 Procedures for the Assigning BSS and Non-Assigning BSS.......... 107
7.8.2.3 Abnormal ConditionS..........coeivuviiiiiiiiiiii 108
7.8.2.4 Monitoring of Assigning End Disagreements.............cccceeeeeeeens 109

7.8.3 Signaling [dentifiers.......ccoiiiiiii 109

7.8.4 Addresses and Address FOrmats.........cccviuuiiiiiiiiiieiieeieeeee e 113

7.8.5 Successful Call Set Up.....c.vvviiiiiiiiiiiic e 114
7.8.5.1 Forward Address Signaling.........cccoooviiiiiiiiiiiiiii e, 115

7.8.5.1.1 ActionsRequired at the Originating BSS.................... 115
7.8.5.1.2 Actions Required at an Intermediate BSS - Originating
NEIWOIK. ..o, 125
7.8.5.1.3 Actions Required at an Intermediate BSS - Transit
(O T 1= P 127
7.8.5.1.4 Actions Required at an Intermediate BSS -
Terminating Network..........cc.cooviiiiiiiiiie, 128
7.8.5.1.5 Actions Required at the Destination BSS -
Terminating Network ..........ccooviiiiiiiiiiiiens 129
7.8.5.2 Address Complete MeSsage..........coovviviiiiiiiiiiiiiieieiieiieeeas 131
7.8.5.2.1 ActionsRequired at the Destination BSS................... 131
7.8.5.2.2 Actions Required at an Intermediate BSS................... 132
7.8.5.2.3 Actions Required at the Originating BSS.................... 132
7.8.5.2.4 Through Connection and Answer Indication at the
Destination BSS..... ..o 132
7.8.5.3 Call Progress Message (Basic Call).........cccooevvviiiiiiiiiiiniinen, 132
7.8.5.3.1 ActionsRequired at the Destination BSS.................... 132
7.8.5.3.2 Actions Required at an Intermediate BSS................... 132
7.8.5.3.3 Actions Required at the Originating BSS.................... 132
7.8.5.4 ANSWE MESSA0E ...ttt ittt 132
7.8.5.4.1 ActionsRequired at the Destination BSS.................... 132
7.8.5.4.2 Actions Required at an Intermediate BSS................... 133
7.8.5.4.3 Actions Required at the Originating BSS.................... 133
7.8.5.5 Storage and Release of Information................ccoeeviviiiiiinen. 133

7.8.6 Unsuccessful Call and Connection Set Up.......ccoociviiiviiiiiiieiieeeeen, 134

7.8.6.1 Lack of Resources at the Incoming Side...........cccevevviiiierinnnnnn. 134

Page iv

ATM Forum Technical Committee



B-1CI Specification, V 2.0, December 1995

7.8.6.2 Lack of Resources at the Qutgoing Side............ccceveviinieeinnnnnn. 134
7.8.6.3 Actionsat aBSSRecelving an IAM Reject Message. .................. 134
7.8.6.4 Actionsat aBSSRecelvingaReleaseMessage...........cevvvinnnns 134
7.8.6.5 AddressIncomplete........cooviiiiiiiiiiiii 135
7.8.7 Normal Call Release..........oouiiiiiii 135
T.8.7. 1 GENEIAl ... 135
7.8.7.2 Releaselnitiated by aCalingParty ..........ccoooviiiiiiiiiiin, 136
7.8.7.3 Releaselnitiated by aCaledParty ...........ccoovvviiiiiiiiiiiiiinn, 137
7.8.7.4 Release Initiated by the Network...........ccoooveiiiiiiiiiice, 137
7.8.7.5 Suspend, Resume (Network Initiated)............ccoeeviieiiieinnnennn. 137
7.8.8 Propagation Delay Determination..........ccooeuvviiiiiiiii i, 137
7.9 BISUP Maintenance Control FUNCLIONS ..........iuieiiiii e 138
7.9.1 RESEL PrOCEAUIE. .. ..cuitiiiii e 138
7.9.1.1 Actions at Reset Initiating BSS...........ccoooiiiiiiiiii, 139
7.9.1.2 Actionsat Reset Responding BSS........c.cooiiiiiiiiii 140
7.9.1.3 Abnormal Reset Procedures...........cocvviiiiniiiiiiiiiieieeeeen, 141
7.9.1.4 Performance Monitoring Counts of Resets............cccoeeeevivinns 141
7.9.2 Blocking and Unblocking of Virtual Paths.................ccoooiiiiiiiinnnn. 141
7.9.2.1 Initiating BIoCKING.........ooiiiii 142
7.9.2.2 InitiatingUnblocking ..........ccoiiiiii 142
7.9.2.3 Recaving BIOCKING ......vineiiii i 142
7.9.2.4 Receiving Unblocking.........ccoooviiiiiiiiiie, 142
7.9.2.5 Abnormal ProCedures.........ccouuiiiiiiiiiiiiiien e 143
7.9.3 User Part Availability Procedure.............cooooiiiiiiiiiiiiiiieeeeen, 143
7.9.4 Transmission Alarm Handling...........oooviiiiiiiiii e 143
7.9.5 Automatic Congestion Control..........cocoviviiiiiiiii e 143
7.9.5.1 Receipt of a Release Message Containing an Automatic Congestion
LBVl e 143
7.9.5.2 Actions Taken by the Congested BSS During Overload................ 144
7.9.6 BISUP Signaling Congestion Control...........ccccovviiiiiiiiiiiiice e, 144
7.9.7 Dedtination Avalability ... 145
7.9.8 Consistency CheCK.......cooiiiii 145
7.9.8.1 Initiating Consistency Check Request .........ccovvviiiiiiiiiienns 146
7.9.8.2 Receiving Consistency Check Request..........c.cocevvveviieiinennnn. 146
7.9.8.3 Initiating Consistency Check End.............ccoooiviiiiiiiiiniinnennn. 147
7.9.8.4 Receiving Consistency Check End............ccoocovviiiiiiiiiincinnennn. 147
7.9.8.5 Abnormal ProCedures...........cooviiiiiiiiiiiiiieeee e 147
7.10 BISUP Compatibility FUNCLIONS..........ovviiiii i 148
7.00.1 INtrOdUCTION. ... 148
7.10.1.1 Unrecognized Messages and Parameters...............ccceeeeeennn. 148
7.10.1.2 Genera Requirements on Receipt of Unrecognized Signaling
INFOrMALION. ... 148
7.10.2 Proceduresfor the Handling of the Unrecognized Messages or Parameters..150
7.10.2.1 Unrecognized MESSA0ES ......ovviviiriiii i ee e 151
7.10.2.2 Unrecognized and Unexpected Parameters...............cccevveen. 151
7.10.2.3 Unrecognized Parameter Values...........coveiviiiiiiiieenn, 152
7.10.3 Procedures for the Handling of Responses Indicating Unrecognized..........
Information HasBeen Sent ... 152
7.10.3.1 Originating, Destination, and Interworking BSSs.................. 152
7.10.3.2 Intermediate BSSS........cciviiiiiiiiiii e 152
7.10.4 Protocol Monitoring Measurements for Unrecognized M essages and
ParametersS. . ... 153

ATM Forum Technical Committee Page v



af-bici-0013.003 B-1CI Specification, V 2.0, December 1995

7.11 Point-to-Multipoint Call and Connection Control.............cccccoevviiiiiiiiiiciiineeens 155
7.11.1 Call and Connection Control FUNCLIONS ...........ovviiiiiiiiiiiiieeee 155
7.11.2 Successful Call and Connection Set-Up........ccoovviviiiiiiiiiiiiiiiiceeeen, 155

7.11.2.1 Forward Address Signaling - Set-up of the First Leaf Party ...... 158
7.11.2.1.1 Actions Required at the Originating BSS............. 158
7.11.2.1.2 Actions Required at an Intermediate BSS -

Originating Network.........ccccoovviiiiiiiinnennnn. 159
7.11.2.1.3 Actions Required at an Intermediate BSS - Transit
(O T 1= PP 161
7.11.2.1.4 Actions Required at an Intermediate BSS -
Terminating Network...........cooeviiiiiineenn. 161
7.11.2.1.5 Actions Required at the Destination BSS............ 162
7.11.2.2 Forward Address Signaling - Addition of a New Leaf Party......162
7.11.2.2.1 Actions Required at the Originating BSS............. 162
7.11.2.2.2 Actions Required at an Intermediate BSS -
Originating Network.........ccccoovviiiiiiiinnennnn. 164
7.11.2.2.3 Actions Required at an Intermediate BSS - Transit
(O T 1= PP 166
7.11.2.2.4 Actions Required at an Intermediate BSS -
Terminating Network...........cooeviiiiiineenn. 166
7.11.2.2.5 Actions Required at the Destination BSS............ 167

7.11.2.3 AddressComplete Message ........oovvvviiiiiiiiiiii e 167

7.11.2.4 Cdl ProgressMessage (BasicCall) ..........cccooviviiiiiiiinnnn. 167

7.11.2.5 ANSWEI MESSAQE. ....iuieitiiiiiiei e aaeaas 167

7.11.2.6 Storage and Release of Information..................coiieiinnns. 167

7.11.3 Unsuccessful Call/Connection SEt-UpP .......ovveiiiiiiiiiiiieie e 167

7.11.3.1 Lack of Resources at the Incoming Side...............ccceeeeeen. 167

7.11.3.2 Lack of Resourcesat the Outgoing Side............covvivininnnne. 168

7.11.3.3 Actionsat an BSS Receiving an lAR...........ccooeviiiiviiinennnn. 168

7.11.3.4 Actionsat anh BSS Receiving aRelease Message ................... 169

7.11.3.5 AddressIncomplete..........cccoeiiiiiiiiiiiiii 169

7.11.4 Normal Call and Connection Release..............ccovvviiiiiiiiiiiiniiineeenn, 170

7011040 GENEIAl ..o 170

7.11.4.2 Drop of alLeaf Party Requested by the Root Party ................. 170

7.11.4.3 Drop of aLeaf Party Requested by the Leaf Party Itself........... 171

7.11.4.4 Drop of aLeaf Party Initiated by the Network ...................... 172

7.11.4.5 En-bloc Release of Call/Connection Requested by the Root Party
172
7115 INEEIACHION. ..ttt 173
7.11.5.1 Interaction With aLeaf Party that does not Support Multipoint
ProCedUIES. .. ... 173
7.11.5.2 Interaction with a Leaf Party that is not a Broadband User........ 173
7.11.6 Maintenance Control FUNCLIONS..........cooiiiiiiiniiiee e, 174

T.00.6.1  RESEL...uinii it 174
7.11.6.1.1 Actions at Reset Initiating BSS........................ 175
7.11.6.1.2 Actions at Reset Responding BSS.................... 175
7.11.6.1.3 Abnormal Reset Procedures..............cccevvvenene. 176

7.11.6.2 Blocking and Unblocking of Virtual Paths.......................... 176

7.12 BISUP AdmMiNiStration. .. ..c.oueieiii e 177
7.12.1 Additional Management RequUIrements............c.cceveeviieiineeinieennnennnnn. 178

7.12.1.1 Requirements for OPC/DPC Signaling Relationships.............. 178

7.12.1.2 Requirementsfor VPCIS.........ccocoiiiiiiiiiiiie, 179

Page vi ATM Forum Technical Committee



B-1CI Specification, V 2.0, December 1995

8.

10.

11.

PV C-Based Inter-Carrier CRS Support on aB-ICl.........cccoooiiiiiiiiiiiinee, 181
B L D NI ON e 181
8.1.1 SEIVICE RAIES.... ot 182
8.1.2 Communication Configuration............cccoviiiiiiiiiiii e 182
8.1.3 Originating, Terminating, and Transit Inter Carrier CRS.......................... 182
8.1.4 Carrier SElECHION. ... ... 182
B.1.5  AQAIESSING ... ittt e e 182

S 00 L T {011 T 183
8.1.7 Performance and Quality of Service Objectives............cccceeveeviiiiiierennnnn. 183

8.2 CRS SPECITICFUNCLIONS ... .ttt e aaeas 183
8.3 CRS Traffic Management and Network Performance..............c.cccceeeeevviiineennnnn. 183
8.3.1 Traffic Management........c..ouiiiiiiiiii e 183
8.3.2 Network PerformancCe...........coouiiiiiiiii e 184

8.4 CRS Operations and MaiNteNaNCEe............ceuviiiiiiiiiiiieiei e 184
PV C-Based Inter-Carrier CES Support on aB-ICl........ccovviiiiiiiiiiii e, 185
0.1 DI NI I ON e 185
0.2 CES SPeCifiC FUNCLIONS. ... ..ot 185
9.2.1 CBR AAL FUNCHIONS. . ..ttt 187

9.3 CES Traffic Management and Network Performance.............cccoooovviiiiiiiiinnennns 189
9.3.1 Traffic Management..........ouiiiiiiiii e 189
9.3.2 Network PerformancCe...........coouiiiiiiii e 189

9.4 CESOperationsand MaintenanCe .........ouviiiiie i eeaeas 189
9.4.1 Operations for Common Part of the AAL Type l........cooiiiiiviiiineenennnnn. 190
9.4.2 Operationsfor Service Specific Part of the AAL Typeland IWF............... 190

PV C-Based Inter-Carrier FRS Support on aB-ICl........c.coooiiiiiiiiiiiie 193
LO.1 D iNITEON. ..t 193
10.2 FRS SPeCIfiC FUNCLIONS ... ..t 194
10.2.1 Network Inter-Working SCenarios.........ccocveeeiiiiiiiieiiiieiiieeens 195
10.2.1.1 Network Inter-Working Scenario L..........cccoeeevviviinnnnnnnnn. 195

10.2.1.2 Network Inter-Working Scenario 2..........ccccoeeevvevinneennnnn. 196

10.2.2 Network Inter-Working FUNCLIONS...........c.cooviiiiiiiiieceeeeas 197
10.2.2.1 Frame Formatting and Delimiting...........ccccoceiviiiinennnnnn. 197

10.2.2.2 Error DeteCtion........ccvuiiiiiiiiii et 199

10.2.2.3 Connection MUltiplexing..........cooooveiiiiiiiiiiiiiiceecea, 199

10.2.2.4 Discard Eligibility and Cell Loss Priority Mapping............... 200

10.2.2.5 Congestion Indication.........ccccoeviiiiiiiiiiiiiiie e 202

10.2.2.5.1 Congestion Indication (Forward)................... 202

10.2.2.5.2 Congestion Indication (Backward) ................. 202

10.2.2.6 FR PVC Status Management............ccoeeveieinininiiinnnnnnen. 203

10.3 FRS Traffic Management and Network Performance............cc.coocovvviiieeiinnnnnn. 205
10.3.1 Traffic Management. ..o 205

10.3.2 Network Performance..........cooooiiiiiiiiiii e, 206

10.4 FRS Operations and MaintenanCe............c.coeuviuiiiieiiiiieiee e 206
10.4.1 Operations for Common Part of the AAL Type5.......cccoeeviiiviiiinnennn. 206

10.4.2 Opeationsfor FRS Specific Part of the AAL Typeb........oovivviiennn. 207
SMDS SUPPOrt 0N @ B-lCl ... 209
12,1 D iNITEON. e 209
11.1.1 EXchange SMDS........o i 210

11.1.2 Exchange Access SMDS.........cooiiiiiiiii e 211

ATM Forum Technical Committee Page vii



af-bici-0013.003

B-1CI Specification, V 2.0, December 1995

12.

11.1.3 Inter-Carrier Serving Arrangementsfor SMDS ..., 211
11.1.4 Support of SMDS in the European Environment.................cccevvvnnnn... 212

11.2 SMDS SPecCific FUNCLIONS. ...t 213
11.2.1 SMDSATM Network Interworking Functions...............c.ccccevvinenenn. 213
11.2.2 AAL SPeCITiCatioN.....c.oviiiiiiiii i 215
11.2.21 SAR PDUFOIMEL . ... 215

11.2.2.2 SAR Sublayer ProCcedures..........ccccvvviiiiiiiiiiiiieninenns 218

11.2.2.2.1 SAR Sender Procedures...........cocovvviiennnnns 218

11.2.2.2.2 SARReceiver Procedures...........coovvvieennnnn. 220

11.2.2.3 CPCS_PDU FOrmat.......cccviuiuiiiiiiiiiieiieeeeeee e 223

11.2.2.4 Convergence Sublayer Procedures..............ccooevvviinnennnn. 225

11.2.2.4.1 CPCS Sender Procedures...........c.ccoevvevnnnnn. 225

11.2.2.4.2 CPCS Receiver Procedures...........ccccoeeeuunn... 225

11.2.3 ICIP_CLS Layer Specification...........ccoovviiiiiiiiiiiciceeeeeeen, 226
11.2.3.1 ICIP_CLS PDU FOrMat ......coviviiiiiiiiiiiieieie e 228

11.2.3.2 ICIP_CLS Layer Procedures..........occeevviriiineineinnnnnnnnnnn 231

11.2.3.2.1 Sending Procedures.............ccovvviiiiiiiinnnnns 231

11.2.3.2.2 Receiving Procedures............cccovvviiiiinnanns 232

11.3 SMDS Traffic Management and Network Performance............cccccceeeeeviiinnnnnn. 234
11.3.1 Traffic Management..........cooiiiiiii e 234
11.3.2 Network Performance..........oooooiiiiiiiiii e, 235

11.4 SMDS Operations and MaintenanCe.............ccoeuviuieiiiiiiiieieiieeeeeea e 235
11.4.1 Opeationsforthe AAL Type3/d ... 235
11.4.1.1 SAR Sublayer.....ccooviiiicc 235

11.4.1.2 Common Part Convergence Sublayer (CPCS)............cc...... 236

11.4.2 Operations for Layers Above the AAL Type 3/4.......ccceeiiiiiiiinnnnnn. 236

L0 L2 0 Y =2 S U= 0 07 | 237
12.1 Usage Measurement FrameWorK............ouviiiiiiiiiiiiiiccee e 237
12.2 PVC Service-Independent Usage Information.............ccccoeiveviiiiiiniiiineiineennn. 239
12.2.1 DaaGeNeration ... ...ueieiie e 239
12.2.1.1 Identifying the PVC at aRecording Interface..................... 241

12.2.1.2 IngressCell CountsS........ccovviiiiiiiiiiii e, 242

12.2.1.3 Egress Cell CountsS.........cccvviiiiiiiiiiiiiiiieeeeeeae, 242

12.2.2 Recording INterval ..........oiviiiiii i 243
12.2.2.1 Scheduled CloSINgS......c.ooviiiiiiiic e, 245

12.2.2.2 Unscheduled ClOSINGS........ccoviiiiiiiiiiiiiiiiceeeea 246

12.2.3 DaaFormatting .......coeoueeeiiiei e 248
12.2.4 Usagelnformation INtegrity .........ccovvieiieiiiii i 248

12.3 PVC Service-Specific Usage Information.............cccceeiiiiiiniiniiieicci e, 248
12.3.1 PVC Inter-Carrier CRS.... ..o 248
12.3.2 PVC Inter-Carrier CES........ooiiiii e, 250
12.3.3 PVC Inter-Carrier FRS.......cciiii 250
12.3.4 S DS .. 254

12.4 SVC Service-Independent Usage Information.............ccoooeiveiiiiiinivineiineennn. 255
12.4.1 Originating Carrier NetwWork..........coooeviiiiiiiiii e, 255
12.4.2 Terminating Carrier NetWOrK.........oooviiiiiiii e, 260
12.4.3 Point-to-Multipoint SV CS......c.coiiiiii e 264

Page viii ATM Forum Technical Committee



B-1CI Specification, V 2.0, December 1995

A C R ON Y M S s 267
REFERENCES ... et e e aaes 271
APPENDIX A - Initial Guidelines for FRS Traffic Characterization at the B-ICl.................. 277
APPENDIX B - Mandatory/Optional Status of BISUP Parameters............cccooeeevvvvinnnnnnnn. 285
APPENDIX C - Illustration of Use of VPCl........cocouiiiiiiiii e 289

ATM Forum Technical Committee Page ix



af-bici-0013.003 B-1CI Specification, V 2.0, December 1995

Page x ATM Forum Technical Committee



B-1CI Specification, V 2.0, December 1995

Figure1.1
Figure 1.2
Figure 1.3
Figure2.1
Figure 2.2
Figure 2.3
Figure 2.4
Figure 2.5
Figure 2.6
Figure 2.7
Figure 2.8
Figure 2.9
Figure 3.1
Figure 3.2
Figure 3.3
Figure 3.4
Figure 3.5
Figure4.1
Figure 4.2
Figure 4.3
Figure 4.4
Figure4.5
Figure 4.6
Figure 4.7

LIST OF FIGURES

The B-1Cls Connecting Public ATM Networks.........c.ccoveviviiiiiiieiieee, 1
Generic B-1Cl Reference Configuration.............ccovvviiiiiiineiieiieiceieeis 2

An Example of the B-ICls Connecting Different Carrier's Public ATM Networks.3

BISDN Protocol Architecture Model ..o 8

Relation of a B-IClI to the NN .. ..., 9

An Example of a Multi-Carrier Network Configuration................cceevvvvvnnnnnn. 10
Interfaces Supporting Inter-Carrier Service Offerings.........ccccceeeveevveviinnnn. 11
MUItI-SErvice B-1Cl.....coiiiiiii e 12
Multi-Service B-1CI Supporting Inter-Carrier Services (Example 1)................. 13
Multi-Service B-1CI Supporting Inter-Carrier Services (Example 2)................. 14
An Example Of VPCs/VVCCs Grooming by the Destination Carrier .................. 15
Multi-Service B-1Cl and the Network Interworking Functions....................... 16
Physical Redlization of theB-ICl ... 18
DS3 Multi-Frame StruCtUre..........cc.vvuiiiiieei e 25
DS3 PLCP Frame (125 mMiCro-SeConds).........ccccuveuuiiuiiiiiieiiieiieeeiieainannns 29
Cell Header Error ANalYSIS . .....vinii i 34
Cell Delineation Diagram........cc.viiiiiiiiee e 36
ATM Service Access Point (SAP) Primitives.........coooevieiiiiiiiiiciicieee, 37
ATM-SAP Parameters..........coiiuiiiiiiiiicne e 38
PHY -SAP Services Required by the ATM Layer........ccoooeviiiiiiiiiiiiiiciieees 39
ATM Cédl Structureat the B-1Cl ... 40
ATM Field Encoding ConVentioN..........cocuviiiiiiiiiiceeeceeeeee e 41
Functions Supported at the B-ICI (U-plane)..........cccccviviiiiiiiiiiiiiicis 41
Pre-Defined Header Field ValUES ... 43

ATM Forum Technical Committee



af-bici-0013.003

B-1CI Specification, V 2.0, December 1995

Figure 4.8
Figure5.1
Figure 5.2

Figure 5.3
Figure 5.4
Figure 6.1
Figure 6.2
Figure 6.3
Figure 6.4
Figure 6.5
Figure 6.6
Figure 6.7
Figure 6.8
Figure 6.9
Figure 6.10
Figure 6.11
Figure 6.12
Figure 6.13
Figure 6.14
Figure 6.15
Figure 6.16

Figure 7.1

Figure 7.2
Figure 7.3

Figure 7.4

Payload Type Indicator ENcoding...........cooiviiiiiiiiiii e, 44
Traffic Source Model Used to Provide Reference Traffic Load Type 3.............. 50

An Example of a Reference Configuration and its Role in Network Performance
Allocation

Direction-Dependent Aspects of a Carrier-to-Carrier Traffic Contract for aB-1Cl..53

An Example of a VPC-based CAC for B-ICl Links..........cccooiiiiiiiiiiiiininnnnn, 57
PLCP Path StatUS (GL) BYE ... ..o, 62
ATM Layer Management Functions at the B-ICl............cccooooviiiiiiiinccinnnn. 68
ATM Layer OAM Flowsat theB-ICl ... ..o 68
Format of the Common Part of the OAM Cell............ooooviiiiiiii. 69
Fault Management-SpecCific FieldS........ccocoviiiiiiiiii e 72
Performance Management-Specific Fields...........ccooooviiiiiiiiiii 72
Activation/Deactivation Management-Specific FieldS.............cccovvvviiiiiiennn. 73
Terminating and Intermediate Equipment at aB-ICl.............ccoooviiiiiiieiinnnnn. 74
The Loopback FUNCLION........cc.iiiii e 76
A Performance Monitoring BIOCK............oooiiiiiiiiiii e, 79
Segment Performance Monitoring Across aB-ICl.........cccoooviiiiiiiiiiieiinnnnnn. 81
End-to-End Performance Monitoring AcrossaB-ICl..........ccccooeeviiiiiiiennnnn. 82
Examples of Performance Monitoring of Connections and Segments................ 83
Handshaking Procedure for PM Activation and Deactivation.......................... 85
Responses to PM Deactivation REqQUESLS............cveevviiiiiiiiiiciiieieeeeii 88
Exchange of Management Information Between Carriers..........cccceeeeeeeeeeenen. 90
,:\An I(ijample B-ICI Signaling Architecture - BISUP over ATM in the Associated 9
(0T [T

An Example B-ICI Signaling Architecture - BISUP in the Quasi-Associated Model00

Network Signaling Protocol Stack for Transport of Signaling Messages at the B-
ICl

Example of a Successful Call and Connection Set up Sequence...................... 111

Page xii

ATM Forum Technical Committee



B-1CI Specification, V 2.0, December 1995

Figure 7.5 Example of an Unsuccessful Call and Connection Set up Sequence.................. 112
Figure 7.6  An Example of B-ICl Reference Configuration Supporting SVC Services.......... 114

Figure7.7(a) Set-up of aUnidirectional Point-to-Multipoint Call (Continued) .................... 156
Figure 7.7(b) Set-up of aUnidirectional Point-to-Multipoint Call (Concluded).................... 156
Figure 7.8 Drop of aLeaf Party by the Root or the Leaf Party Itself ...l 157
Figure 7.9 En Bloc Release of the Call by the ROOL..............ccoovviiiiiiiii e 158
Figure8.1 Inter-Carrier CRSSupport onaB-ICl ........cooiiiiiiiii e 181
Figure9.1 CBR Services Support Using Inter-Carrier CESon aB-ICl.........ccccccceee.. 186
Figure9.2 CES Specific Functions at the Sending and Recelving Ends.......................... 187
Figure 9.3 AAL Type 1 SAR _PDU StruCtUre.........oovviiiiiiieiii e 188
Figure9.4 Alarm Propagation Behavior for Different Fault Locations...............ccccvvvvune. 191
Figure 10.1 FRS Support on an ATM-based Multi-Service B-ICl..........ccccooevviiiiiiiinnnnnn. 194
Figure 10.2 Example Redlizations of IWF Which are Equivalent for the B-ICI ................... 195
Figure 10.3 Network Inter-Working Between FRBS and BISDN (1.555 Scenario 1)............ 196
Figure 10.4 Network Inter-working Between FRBS and BISDN (1.555 Scenario 2)............ 197
Figure 10.5 FR/BISDN IWF Internal ArchiteCture...........cccccovviiiiiiiiiiiiiiieeea 198

Figure 10.6 Structure of FR-SSCS-PDU With 2, 3, 4 Octet Header Formats (1.365.1)......... 198

Figure 10.7 AAL Type5 Common Part (CP) PDU Formats (1.363) .........cccvvvviiiiniinannnn. 199
Figure 10.8 DE/CLP MapPing. .. .coiiiiiiiiiiiiiii e neaaaaas 201
Figure 10.9 FECN/EFCI MapPing...cociiiiiiiiii ittt e e e aaaes 202
Figure 10.10 Congestion State Diagram for VCC ........oiiiiiiiiie e 203
Figure 10.11 Protocol Stacks of IWF and B-CPE With FR PV C Status Management............ 204
Figure 10.12 Format of the Common Part of the AAL Type 5 PDU (1.363).......ccccceeeeennnn. 206
Figure 11.1 Exchange SMDS, Exchange Access SMDS, and Inter-Exchange SMDS

DEfINITIONS ... 210
Figure11.1a Generic Network Model for the European Environment..............ccccoeeeeeee. 212
Figure 11.2 An Example of SMDS/ATM Network Interworking Functions....................... 214

ATM Forum Technical Committee Page xiii



af-bici-0013.003 B-1CI Specification, V 2.0, December 1995

Figure 11.3 Conventions for Specification of PDU Formats.............ccoooevviiviiiiniiiinneennn, 216
Figure 11.4 SAR_PDU Format (1.363)....c.cuiiiiiiiiiiiiiiie e 216
Figure 11.5 Instance of SAR Receiver State Machine for MID-X (1.363)........cccccccuvvvnnnnnes 221
Figure 11.6 CPCS PDU Format (1.363).....cciiiiiiiriiiiiee e 224
Figure 11.7 Overview of SMDS PDU Formats at the B-ICl............cccoooiiiiiiiiiiiiiiiinen, 227
Figure 11.8 ICIP_CLS PDU FOImMat......ccuiuiiiiiiiiii e eneeaa 228
Figure 11.9 Address Field FOrmat..........couiuiiiiiiiiii e 229
Figure 11.10 Service Specific Information Field Format .............ccooiiiiiiiiiiiiieen 230
Figure 11.10a European Service Specific Information Field Format ..., 231
Figure 12.1 Service-Independent (Common) and Service-Specific (or IWF) B-ICl Usage
MEtering FUNCHIONS .. ... e eneas 238
Figure 12.2 Examples of PVC Configurations..........cccovviiiiiiiiiii e 239
Figure 12.3 CRS Specific Usage MeasurementS .........ovviieiieiie e 249
Figure 12.4 CES Specific Usage Measurements...........ccc.veeeiiiniiiiiineieeeeeeenaaeann 250
Figure 12,5 Inter-carrier PVC FRS.....coii e 251
Figure 12.6 FRS Specific Usage MeasurementsS.........cc.vvueiiiiiiiiiiiiiieieiinaneneeeeneenns 253
Figure 12.7 SMDS Specific Usage Measurements..........ccccovvveiieiiiniiieiieiieeeeeaiaans 254
Figure 12.8 Example Reference Configuration ............c.ooeiiiiiiiiiii i 255
Figure 12.9 Originating Carrier Network Usage Information...............ccoooeevvvieeiiinennnnn. 259
Figure 12.10 Terminating Carrier Network Usage Information.............cccccocevvviiiieennnnn.. 263
Figure 12.11 Point-to-MUltipoint SV C......ooiiiiiii e 264
Figure 12.12 Point-to-Multipoint SVC in the Originating Carrier Network ....................... 265
Figure 12.13 Point-to-Multipoint SVC in the Terminating Carrier Network ...................... 265

Page xiv ATM Forum Technical Committee



B-1CI Specification, V 2.0, December 1995

Table3.1
Table 3.2
Table 3.3
Table3.4
Table 3.5
Table5.1
Table 5.2

Table 6.1
Table 6.2
Table 6.3
Table 6.4
Table 7.1
Table11.1
Table12.1
Table12.2

LIST OF TABLES

B-1ClI SONET Physical Layer Overhead Requirements............cccoceevvvvvnnnnnnn. 20
FEAC Alarm/Status Conditions and Codewords..............ccoovveeeieiiiiiiinnnenn. 26
FEAC Command Functions and Codewords..............coovevvviiieeiineieenneeenns 26
B-ICl DS3 C-Bit Parity ReqQUIreMentS ........coviiiii i e 27
POI Code DefinitioNS........oouiiiiiie e 31
Reference Traffic Loads for PV C Performance Specification......................... 50
Buildup of Performance Impairments for Traffic-Sensitive ATM Network
Performance Parameters...........oouiiiiiii e 51
DS3 PLCP Layer MaintenanCe..........c.ouiiuiiiiiiiiieieee e eee e 62
OAM Type/Function Type ldentifiers.........cccoviiiiii e 71
Message ID Field Valuesin the Activation/Deactivation Cell.............c....c... 84
PM BIOCK SIZE ENCOUINGS . ... e e 85
ATM Forum's B-ICI Signaling Capabilities, and the ITU-T Work................... 97
Segment TypeValuesS (1.363) ....c.viriiriiii i 217
Usage Information and Connection Across aB-ICl.........cccccoiviiiiiiiiiiineenn, 240
Parameters and Values at the Interface..............cccooeviiiiiiniies 242

ATM Forum Technical Committee Page xv



af-bici-0013.003 B-1CI Specification, V 2.0, December 1995

Page xvi ATM Forum Technical Committee



B-1CI Specification, V 2.0, December 1995

1. Introduction

Asynchronous Transfer Mode (ATM) based public networks belonging to different carriers must
be interconnected in order to facilitate the end-to-end national and international ATM/BISDN
services. Methods are required to support the efficient and manageable multiplexing of multiple
services for inter-carrier delivery. Thisis accomplished by connecting multiple public carrier's
networks. The set of specifications required to meet these goals, called a BISDN Inter Carrier

Interface (B-1Cl)1, is the subject of this document.

The B-ICI specification in this document will facilitate carrier-to-carrier connection. The ATM
Forum B-ICI specification is intended as an implementation agreement that, when followed, will
result in increased interoperability. This specification will also result in the early availability of the
godls of network interconnection and ubiquitous service offerings.

The B-ICI is an interface between two different public network providers or carriers. It isthe
demarcation point that designates the boundary between the public carriers networks. The physica
layer of the interface between the two carriersis based on the CCITTZ2 defined Network Node
Interface (NNI) with the addition of a DS3 and E3 physical layers.

The B-1CI specification also includes service specific functions above the ATM layer required to
transport, operate and manage a variety of inter-carrier services across the B-ICI. These functions
need not necessarily be physically located at the B-1CI. For example, ATM switching nodes may
exist between the network equipment supporting the service specific functions and the B-ICI
physical location.

B-IClI
L
|
Public .
Public
User-to-Network
User-to-Network
Interface B-ICI B-ICI Interface

Public
Transit ATM
Network

Public
ATM Network

Public
ATM Network

Figure 1.1 TheB-ICls Connecting Public ATM Networks

Figure 1.1 illustrates the reference configuration of the B-ICls connecting two public ATM
networks (belonging to different carriers) viaapublic transit ATM network. Also, B-ICl is shown
to connect directly two public ATM networks belonging to different carriers. The purpose of the B-
ICl isto carry traffic between the generic user-to-network interfaces across the public carriers
networks.

1 Thefirst release of the specification in this document does not cover all aspects (e.g., signaling) of BISDN.
Additional aspects of BISDN will be covered in the future Versions of this document.

2 CCITT (International Telegraph and Telephone Consultative Committee) is an international standards bodly.
Recently it's name has changed to International Telecommunication Union (1TU)-Telecommunication
Standardization Sector (ITU-T).
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A generic reference configuration for the multi-service B-1Cl isillustrated in Figure 1.2. In this
Figure, "UNI" represents an access interface in a general sense, independent of any particular
technology. Multiple service specific customer access interfaces (ATM/non-ATM) can be
connected to a carrier's ATM network. The B-1Cls are shown as providing inter-carrier network
connectivity between the Carrier A, Carrier B, and Carrier C. There may be no tandem ATM
network, or multiple ATM networks in tandem. The role(s) which a particular carrier must take can
vary in this generic reference model subject to regulations and bilateral agreements.

B-ICl
|

CRS = Cell Relay Service CES = Circuit Emulation Service
FRS = Frame Relay Service SMDS = Switched Multi-megabit Date Service
UNI = User Network Interface SNI = Subscriber Network Interface

Figure 1.2 Generic B-ICIl Reference Configuration
Figure 1.3 illustrates a generic inter-carrier interconnection example, related to the US
environment, of the B-1Cls connecting different carrier's public ATM networks. In this example,

the B-1Cls provide connectivity between:

* A Loca Exchange Carrier (LEC) ATM network and an Inter Exchange Carrier (IEC) ATM
network,

* A LECATM network and an Independent Local Exchange Carrier (ILEC) ATM network,

* AnIEC ATM network and an ILEC ATM network,

* ALEC,anlIEC, or anILEC ATM networks and any other public carrier ATM network.

Figure 1.3 illustrates a generic example which shows that any category of carrier, namely, LEC,

IEC, ILEC, and any other Carrier can have a service specific User Network Interface (UNI), and
be connected to any other carrier viaa B-ICI. Thisis desirable in order to meet the objective of
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ubiquitous service offerings. These interconnections are subject to regulation and/or reached by
bilateral agreements. Thisis not an exhaustive example, and other configurations are possible.

UNI LEC UNI

Public ATM Network Public ATM Network _I_

Other Carrier UNI

Public ATM Network _I_

Figure 1.3 An Example of the B-1Cls Connecting Different Carrier's Public
ATM Networks

1.1 Purpose

This document provides the initid B-ICl Specification for supporting Permanent Virtua
Connection (PVC) services and Switched Multi-megabit Data Service (SMDS) on ATM/BISDN.
Thiswill include mostly user plane (U-plane) and management plane (M-plane) communication
capabilities, and no control plane (C-plane) communication capabilities.

In the next Version, the work will be directed towards the B-ICl Specification for supporting
Switched Virtua Connection (SVC) services on ATM/BISDN. It is expected that the B-ICI
gpecification for supporting SVC services can be generated by adding the control plane
communication capabilities (e.g., network signaling) to the B-1CI specification for PV C services
generated initialy.

1.2 Scope

To satisfy the purpose stated above, the scope of this document can be summarized as follows:

1. The initid B-ICI will support inter-carrier connections to offer services based on the
Permanent Virtual Connections (PVC). In the next phase, B-1Cls capabilities will evolve
towards supporting carriers connections to offer services based on the Switched Virtual
Connections (SVC).

2. Theinitial B-ICI will support inter-carrier servicesto offer: (i) PVC-Based Cell Relay
Service (CRS), (ii) Circuit Emulation Service (CES), (iii) PVC-Based Frame Relay
Service (FRS), and (iv) Switched Multi-megabit Data Service (SMDS). The target B-ICl
isamulti-service (e.g., CRS, CES, FRS, SMDY) interface.

ATM Forum Technical Committee Page 3
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3. A multi-service B-1ClI can be configured to support either one service, or any combination
of the above services to meet the traffic needs.

The ATM-based B-ICl is based on the Network Node Interface (NNI).
The B-ICI physical layer specification includes both DS3/E3 and SONET/SDH rates.

The B-ICI ATM layer specification is common to all the B-1CI physical layers.

N oo o &

The B-ICI related service specific functions above the ATM layer include ATM
Adaptation Layer (AAL) and network interworking.

8. B-ICI specification includes traffic management and network performance.
9. B-ICI specification includes operations and mai ntenance.

10. B-IClI specification includes usage measurement.

The scope of the ATM Forum B-ICl Specification, Version 2.0, covers generation of an
implementation agreement including principles, guidelines, Requirements (R)s and Options (O)sto
support PV C-based inter-carrier services (CRS, CES, FRS), SMDS, and SV C-based inter-carrier
services on amulti-service B-ICI. In general, the B-1Cl specification to support SV C-based inter-
carrier services builds upon the B-I1Cl specification (Version 1.1, September 1994) completed and
published for the PV C-based inter-carrier services support. This document presents an integrated
B-ICI specification for supporting both PV C and SV C capabilities.

1.3 Document Organization
This document is organized in four major parts:

- Part I: B-ICI Definition, Scope, and Architecture - Sections 1, 2.

- Part II: B-1ICI Common Aspects - Sections 3, 4, 5, 6, 7.

- Part I11: B-ICI Inter-Carrier Service Aspects - Sections 8, 9, 10, 11.
- PartIV: Others - Section 12.

e Section 1 (Introduction) provides B-ICl definition, some generic B-ICl reference
configurations, purpose, scope, terminology, and related documents.

» Section 2 (Network Aspects) provides relation of a B-ICI to the Network Node Interface
(NNI), relation to other interfaces, multi-service aspects, and B-ICl related network
interworking functions.

» Section 3 (B-ICI Physical Layer Specification) provides signal formats at the B-ICI, physical
layer characteristics of the 155.520 Mbit/s (STS-3¢/STM-1), 622.080 Mbit/s (STS-12¢/STM-
4), 44.736 Mbit/s (DS3) and 34.368 Mbit/s (E3) rates B-ICI.

» Section 4 (B-ICI ATM Layer Specification) provides ATM layer services, services expected
from the physical layer, ATM cell structure and encoding, and ATM layer functions (U-Plane)
at the B-ICI.
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» Section 5 (Common B-ICI Traffic Management and Network Performance) provides B-ICI
traffic management and network performance considerations that are common to al inter-carrier
Services.

» Section 6 (Common B-1Cl Operations and Maintenance) provides B-1Cl operations for the
physical layer and the ATM layer that are common to all inter-carrier services.

 Section 7 (B-ICI Signaling) specifies the B-1CI signaling for supporting switched inter-carrier
Services.

» Section 8 (PVC-Based Inter-carrier CRS Support on a B-1Cl) provides the service definition,
service specific functions (U-Plane), traffic management and network performance, and
operations for the inter-carrier CRS supported by aB-ICl.

» Section 9 (PVC-Based Inter-Carrier CES Support on a B-1Cl) provides the service definition,
service specific functions (U-Plane), traffic management and network performance, and
operations for the inter-carrier DS1/DS3 CES supported by aB-ICl.

» Section 10 (PVC-Based Inter-Carrier FRS Support on a B-1Cl) provides the service definition,
service specific functions (U-Plane), traffic management and network performance, and
operations for the inter-carrier FRS supported by aB-ICl.

e Section 11 (SMDS Support on a B-ICl) provides the service definition, service specific
functions (U-Plane), traffic management and network performance, and operations for the
inter-carrier SMDS supported by aB-ICI.

» Section 12 (Usage Measurement) provides considerations for measuring the transfer of service
between carriers connecting through a B-ICI.

1.4 Terminology

This document uses two levels for indicating the degree of compliance necessary for specific
functiong/procedures/coding associated with the B-ICI:

Requirement (R): Functions/procedures/coding necessary to satisfy the inter-carrier service
needs of carriers connecting via a B-ICl. Meeting a requirement will facilitate operationa
compatibility. Requirements are indicated by the word " shall" and are labeled by (R).

Option (O): Functions/procedures/coding that may be useful but are not necessary to satisfy the
inter-carrier service needs of carriers connecting viaa B-ICI. Failure to meet an option isunlikely
to hinder the operational compatibility. Options are indicated by the words " should", " may", or
"it is an option"”, and are labeled by (O).

Permanent Virtual Connection (PVC) - An ATM connection that is established through
provisioning based procedures.

Switched Virtual Connection (SVC) - An ATM connection that is established and torn down
through signaling based procedures.

1.5 Related Documents
e CCITT/ITU-T Recommendations;
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F.811 - Broadband Connection-Oriented Bearer Services.

F.812 - Broadband Connectionless Data Bearer Service.

1.150 - BISDN Asynchronous Transfer Mode Functional Characteristics.
[.211 - BISDN Service Aspects.

1

2

3

4

5. [.311 - BISDN General Network Aspects.
6 1.361 - BISDN ATM Layer Specification.

7 1.362 - BISDN ATM Adaptation Layer (AAL) Functional Description.

8 1.363 - BISDN ATM Adaptation Layer (AAL) Specification.

9 1.364 - Qupport of Broadband Connectionless Data Service On BISDN.

10. [.371 - Traffic Control and Congestion Control in BISDN.

11. [.610 - BISDN Operations and Maintenance Principles and Functions.

12. 1.555 - Frame Relaying Bearer Service Interworking.

13. 1.363 - AAL Type 5, Section 6.

14, 1.365.1 - Frame Relaying Service Specific Convergence Sublayer (FR-SSCS).

 ANSI-T1 Standards;
See REFERENCES.

o« ETS Standards:
See REFERENCES

 Other Industry Documents:
See REFERENCES.
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2. Network Aspects

This section provides network principles, BISDN protocol architecture, relation of the B-ICI to the
Network Node Interface (NNI) and other interfaces, multi-carrier network configuration, multi-
service aspects of the B-ICl, and related network interworking functions.

2.1 Principles

A BISDN functional principle isthe support of awide range of data, video and voice applications
in the same network. A key element of service integration for such a network is the provision of a
range of services using alimited number of connection types and multipurpose interfaces. BISDNs
support both switched and non-switched connections. BISDNs support services requiring both
circuit-mode and packet-mode information transfer capabilities. BISDNs support both connection-
oriented and connectionless services. BISDNs will support capabilities for the purpose of
providing service features, maintenance, and network management functions.

2.2 BISDN Protocol Architecture

The Protocol Reference Model (PRM) introduces the concept of separated planes for the
segregation of user, control, and management functions. A generic BISDN protocol architecture
model is shown in Figure 2.1. This architecture model consists of a user plane, a control plane,
and amanagement plane.

» User Plane:
The user plane, with its layered structure provides for user information flow transfer along with
associated controls (e.g., flow control and recovery from errors).

» Control Plane:
This plane has a layered structure and it performs the call control and connection control
functions. It deals with the signaling functions necessary for cal and connection set up,
supervision, and release.

* Management Plane:
The management plane provides two types of functions, namely, Layer Management functions
and Plane Management functions.

- Plane Management Functions - The Plane Management performs management functions
related to a system as a whole and provides coordination between all the planes; Plane
Management has no layered structure.

- Layer Management Functions - The Layer Management performs management functions
related to resources and parameters residing in its protocol layer entities (e.g., meta-
signaingisan ATM Layer Management function). Layer Management aso handles the
Operation and Maintenance information flows specific to the layer concerned.

The layered protocol architecture model can be described on the basis of functions associated with
each layers:

* Physical Layer: The Physica Layer, for aB-ICl, isbased on DS3/E3 and SONET/SDH
principles.
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/ Plane Management
/ Layer Management

/:ontrol Plane :I User Plane
[ Higher Cayer | Igher Cayer

Protocols and Protocols and
Functions Functions

N

DRNNAN

ATM Adaptation Layer

/

ATM Layer

AN

Physical Layer

Figure 2.1 BISDN Protocol Architecture Model

* ATM Layer: The ATM Layer, above the Physical Layer, provides the cell transfer
capability and is common to all services. The cdl information field is transported
transparently by the ATM layer of the network; no processing (e.g., error control) is
performed on the information field at the ATM layer. The cell header and the information
field each consists of afixed number of octets (5 and 48 octets, respectively) at a given
reference point. The ATM cell header format for NNI/B-1Cl will be described in alater
section. Theinformation field length is the same for all connections at all reference points
where the ATM techniqueis applied. ATM is a connection-oriented technique that can be
used for supporting both connection-oriented and connectionless services. Signaling and
user information are carried on separate virtual channels. ATM is designed to offer a
flexible transfer capability common to all services.

* ATM Adaptation Layer (AAL): ATM Adaptation Layer (AAL) provides service-
dependent functions to the layer above the AAL. The boundary between the ATM layer
and the service-dependent AAL corresponds to the boundary between functions devoted to
the cell header and functions devoted to the cell information field, respectively. The AAL
supports higher layer functions of the User and Control planes. Information is mapped by
the AAL into ATM cells. At the transmitting end, the information units are segmented or
collected to be inserted into ATM cells. At the receiving end, the information units are
reassembled or read-out from ATM cells. Any AAL specific information (e.g.,
information field length, sequence number) that must be passed between peer AAL is
contained in the information field of each ATM cell. The AAL could be terminated in
Terminal Equipment (TE), Terminal Adaptor (TA), NT2, NT1, Exchange Termination
(ET), and Network Adaptor (NA). NA function includes those adaptation functions that
are necessary between ATM and non-ATM networks. The AALs are terminated in the
network for connectionless service, signaling, etc..
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* Layers above the AAL: Thelayersabove the AAL in the control plane provides call
control and connection control. The management plane provides network supervision
functions. Layers above the AAL in the user plane are service dependent. Examples of
functions provided by thislayer include inter-carrier service specific functions.

ATM/BISDN
Inter-Carrier Service
Specific Functions

(eg., AAL,....)

ATM ATM

PHY

DS3/E3, SONET/SDH (SONET/SDH)
B-ICI NNI
BISDN Inter Carrier Interface Network Node Interface

Figure 2.2 Relation of a B-ICI to the NNI

2.3 Network Node Interface

(R) 2-1 B-1Cl specification shall be based on the CCITT defined1[2l[3] Network
Node Interface (NNI) and shall include DS3/E3 PDH rates defined in

CCITT Recommendation G.702[56],

Figure 2.2 illustrates the relation between a B-1Cl and the NNI. The NNI specification includes
Synchronous Optical network (SONET)/Synchronous Digital Hierarchy (SDH) physical layer and
the ATM layer. The B-ICI specification includes SONET/SDH and DS3/E3 physical layer, and the
ATM layer. The B-ICI specification also includes layers above the ATM (e.g., AAL, other inter-
carrier service specific layers) when supporting CES, FRS, and SMDS. The B-ICl is specified for
both electrical and optical mediato meet the near-term and long-term business needs.

2.4 Multi-Carrier Network Configuration

A B-ICI may provide inter-carrier services directly by means of service specific functions located
inside the network, or it may provide an interconnection among service specific networks based on
ATM and/or non-ATM technologies.
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Service Specific Service Specific
Non-ATM Interface B-ICI Non-ATM Interface

\

Carrier A Carrier B
ATM Network ATM Network
|
@ | w

Service Specific
Non-ATM Network

Service Specific
Non-ATM Network

Carrier C Carrier D
ATM Interface ATM Network ATM Network ATM Interface
_I_ Service : Service _I_
Transport / \ Transport
B-ICI

Figure 2.3 An Example of a Multi-Carrier Network Configuration

Figure 2.3 shows an example of a generic multi-carrier network configuration which includes B-
ICls, service specific (non-ATM) and ATM access interfaces, service specific (non-ATM) and
ATM networks, and network Inter-Working Functions (IWF).

Figure 2.3 shows three different configurations for the B-1CI:

(D) In the first case, the B-1Cl between Carrier A and Carrier B interconnectstwo ATM
networks which provide transport between two service specific non-ATM networks. In this
configuration, the ATM network in Carrier A may also represent an ATM Link. In that
case, the ATM IWF must support the B-ICI.

2 In the second case, the B-1CI between Carrier C and Carrier D interconnectstwo ATM
networks which provide transport and service specific functions.

(©)) In the third case, the B-ICI between Carrier B and Carrier C interconnectstwo ATM
networks. One providing transport service for a service specific non-ATM network, and
the other providing transport and service specific functions.”

2.5 Relation of the B-ICI to Other Interfaces

Figure 2.4 shows a B-ICl in relation to other interfaces supporting inter-carrier service offerings of
the carriers A and B. On the trunk side, FRS and SMDS specific non-ATM interfaces - FRS NNI
and SMDS ICI, respectively, and multi-service ATM-based B-ICl are shown. This document
specifies an ATM-based multi-service B-1Cl. The FRS NNI and SMDS ICI are beyond the scope
of this document.
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Carrier A _>|<_ Carrier B
Network Network

CRS UNI

FRS UNI FRS NNI

ATM

Frame Relay
Network

Network

SMDS SNI

——

SMDS
Network

Figure 2.4 Interfaces Supporting Inter-Carrier Service Offerings

2.6 Multi-Service Aspects of the B-1CI

A multi-service B-ICI allows the transfer of cell structured information to support inter-carrier
services for end-users utilizing CRS, CES, FRS, or SMDS. End-user traffic is accepted by the
serving carrier in the form of ATM cells, DSn frames, FRS frames, or SMDS L3 PDUs, and
when necessary, converted into a standard 53-octet ATM cdl format for transmission over
DS3/SONET and E3/SDH trunks to another carrier. The conversion will be transparent to the end-
user. No conversion is required for the CRS end-users accessing the ATM network, since the end-
user traffic isaready in the ATM cell format. A multi-service concept applicable to the B-ICl is
illustrated in Figure 2.5.

The end-user service characteristics and features for each of these services should be preserved
across the B-1CI. End-users will negotiate with carriers for particular performance parameters and
QOS, and these parameters and QOS should be preserved across the B-ICl.
A B-ICI supports an inter-carrier multi-service interface between carriers transporting:

1. CRSATM cellsover PVCs;

2. CES DSn frames encapsulated in AAL Type 1 PDUS,
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3. FRS frames and functions encapsulated in AAL Type 5 and/or mapped to ATM cells;

4. SMDS Interface Protocol (SIP) L3 PDUs or SIP CLS PDUs encapsulated in Inter
Carrier Interface Protocol (ICIP) Connectionless Service (ICIP_CLS) PDUs and AAL
Type 3/4, and/or mapped to ATM cells.

CRS (ATM Cells) CRS (ATM Cells)

bi Multi-Service bi
CES (DSn Frames) Pup e B-ICl PURLE | _CES (Dsn Frames)
|
FRS (HDLC Frames)|  Network | Network | FRs (HDLC Frames)
Carrier A ATM Cdlls Carrier B
SMDS (L2 PDU) S Sells SMDS (L2 PDU)

Figure 2.5 Multi-Service B-ICI

These ATM cells are multiplexed together and passed to another carrier over DS3/ES, or
SONET/SDH facilities. The B-I1CI supports multiple services by the ATM network establishing
one or more Virtual Path Connections (VPC) or Virtual Channel Connections (VCC) viabilateral
agreement from a set of available VPI/VCI values supported on the interface.

(R) 2-2 A multi-service B-I1Cl shall be capable to support one service, or any
combination of the inter-carrier services (i.e., CRS, CES, FRS, SMDS) to
meet the traffic needs.

Details of supporting inter-carrier services (i.e., CRS, CES, FRS, SMDS) are provided in
Sections 8 through 11 of this document.

Channel bandwidth may be assigned based on the traffic contracts for the CRS, Committed
Information Rate (CIR) and Excess Information Rate (EIR) for the FRS, and access class for the
SMDS. No dynamic bandwidth allocation will occur in the initial service.

Either traffic and/or usage measurements may be conducted at both the sides of the B-ICI. These
include the following:

* End-user cells corresponding to CRS, CES, FRS frames, or SMDS packets metered,;

* Cellstransported from one carrier to another carrier metered,;

 Time-of-day usage patterns, burstiness, etc. recorded.
Details of the B-1Cl usage measurements are for further study.
In Figure 2.6, a B-ICl is shown connecting a source Carrier A and a destination Carrier C.
Multiple inter-carrier services are supported by a B-1Cl. At the B-ICI, different sets of VPC/VCC

(not necessarily contiguous) are assigned for the transfer of traffic related to different inter-carrier
services according to the following guidelines:
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1. CRSrequires some relation between a B-1CI VPC and a UNI VPC. CRS VCCs should be
trandated to unique VCCs on the B-ICI by bilateral agreement (for example, to account for the
"collisions' on VPI/VCI usage that are likely to occur on the CRS UNIs).

2. CES (DS1/DS3 frames) requires some relation between a B-ICl VPC and a UNI VPC. CES
V CCs should be trandated to unique VCCs on the B-ICl by a bilateral agreement (for example,
to account for the "collisions' on VPI/VCI usage that are likely to occur on the CES UNIs).

3. FRSframes may be encapsulated in AAL Type 5, where the DLCI would be carried from end-
to-end. If the FRS frames are encapsulated, then a set of VPCs may be appropriate. FRS
frames may be mapped to the ATM layer, where the DLCI istranslated to aVPI/VCI. If the
FRS frames are mapped, then a set of VCCs may be appropriate.

4, SMDSSIPL3 PDUsor SIPCLS PDUs may be encapsulated in ICIP_CLS PDUsand AAL
Type 3/4, or SMDS L2 _PDUs may be mapped to specific VPC or VCC vaues for delivery to
the destination carrier's network. Depending on how and whether SMDS is mapped or
encapsulated, a set of VPCs or VCCs may be appropriate.

CRS CRS
UNI B-ICI ONI
"CRSVPCjCCset1
CES CES
UNI UNI
Public | CESVPClvCC Set 2| Public
FRS ATM ATM FRS
UNI Network Network UNI
capis [FEVRVCE s 3| O
SMDS SMDS
SNI SNI

IOI

Figure 2.6 Multi-Service B-1CIl Supporting Inter-Carrier Services (Example 1)

The appropriate process undertaken by the Carrier A from a source user access interface to the B-
ICI for delivery to Carrier C for eventual delivery to the destination user access interface are
considered in later sections.

As appropriate, Network Parameter Control (NPC) may be done on aVPC and/or VCC basis. The
NPC isfurther discussed in later sections.

Depending on the bandwidth associated with each VPC/V CC and the service bandwidth, multiple
VPCsVCCs may carry the same service types.
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Mixing of ATM cells corresponding to different service types on the same VP should be studied, in
particular, for relatively lower bandwidth services.

B-ICI B-ICI

Carrier B

Figure 2.7 Multi-Service B-1CI Supporting Inter-Carrier Services (Example 2)

In Figure 2.7, atransit carrier B is shown as supporting multiple inter-carrier services viathe B-
ICls. Inthisrole, the Carrier B relays services from one B-1Cl to another B-ICI. The various sets
of VPC/VCC used across the B-1CI for different inter-carrier services may be assigned by a
bilateral agreement between the carriers.

In Figures 2.6 and 2.7, the specific VCI/VPI value assigned is, in general, independent of the
service provided over that VCC/VPC in accordance with the CCITT Recommendations .150 and
[.361. To guarantee the unigqueness of the VPI/VCI vaues across the B-ICI, and in the
transit/destination ATM network, atrandation of VPI/VCI isapplied at the B-ICI.

Figure 2.8 illustrates an example of VPC/\VCC grooming by the destination Carriers. In this
example, Carrier B is grooming VPCs/VCCs originating from the Carrier A's network and going
to the destination Carrier C's network and/or Carrier D's network.

2.7 Network Interworking Functions and the Multi-Service B-1Cl

An example of afunctional network architecture illustrating B-1CI functions is shown in Figure
2.9. The multi-service B-ICI functions include both common functions (e.g., Physical Layer,
ATM Layer) and the service-specific functions (e.g., AAL).
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/) O

Carrier B

7

Figure 2.8 An Example Of VPCs/VCCs Grooming by the Destination Carrier

Furthermore, for connecting a CES DSn interface to an ATM network, for connecting a FRS
network to an ATM network, and for connecting a SMDS network to an ATM network, network
interworking functions need to be defined. Some of the network interworking functions may also
relate to service interworking which is not considered within the scope of the B-1CI specification.

The impact of the B-ICI related service specific network interworking functions on the multi-
service B-ICl specification, and the related Requirements/Options are covered in later sections.

Note 1: Intermediate (tandem) ATM switching nodes may exist between the ATM node
supporting the service specific functions and the B-ICI physical location.

Note 2: Service specific function(s) associated with interfaces (e.g., B-1CI, SNI) may be located
on asingle node.

Note 3: Theinitial set of functions will meet the requirements of PV C-based services and SMDS.
Additional C-Plane functionswill be required for supporting SV C-based services.

Note 4: Thelist of interworking functionsidentified in Figure 2.9 does not imply any physical
location.

Note 5: The B-ICl in Figure 2.9 still applies when the users access the network through a multi-
service ATM-based UNI.
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Interworking Functions
Note 1: Intermediate (tandem) ATM switching nodes may exist between the ATM node supporting the service specific
functions and the B-1CI physical location.
Note 2: Service-specific function associated with many interfaces (e.g., UNI, B-ICl) may be concentrated on a singl node.
Note 3: Theinitial set of functions will meet the requirements of PV C-based services and SMDS. Additional C-Plane
functions will be required for supporting SV C-based services.

Figure 2.9 Multi-Service B-1Cl and the Network Interworking Functions
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3. B-IClI Physical Layer Specifications

This section provides media, rates, and formats for the B-1CI. The U-plane is specified in this
section, and the M-plane is specified in alater section.

This section specifies B-1Cl physical layer requirements. These requirements are closely aligned
with existing BISDN UNI requirements and are consistent with the NNI requirements. The term
NNI originated in CCITT and referred to Synchronous Digital Hierarchy (SDH) frame formats and
related recommendations. By adopting thisterm for use in BISDN requirements, it should be noted
that its meaning has been expanded to include non-SONET interfaces such as DS3.

The physical layer characteristics at the B-1Cl depend on implementation specific details of the
actual inter-carrier circuit connection. As examples, the B-ICI may be realized as an optical mid-
span meet, or as an electrical or short-reach optical interface. The B-ICl signal at the physical
carrier-to-carrier demarcation point may be realized as an embedded tributary of a higher rate,
multiplexed signal. These possibilities impact such physical layer issues as protection switching
and control communications. Whenever appropriate, related aspects are incorporated into the
following specifications.

3.1 Signal Formats at the B-IClI

The logica frame structure at the B-ICI can take several forms depending on traffic rate
experienced and on whether the interface allows the transport of multiplexed signals. The SONET
STS-3c and STS-12c frame structures are focused in this document.

In addition, during the early stages of the B-ICl deployment, DS3 frame structure is aso
considered, and is specified in this document.

3.2 Physical Layer Characteristics of the 155.520 Mbit/s ST S-3c B-ICl

The B-ICI at 155.520 Mbit/s is SONET-based and utilizes the concatenated STS-3 payload
structure (STS-3c).

3.2.1 Bit Rate

(R) 3-1 The bit rate of the line signal shall be nominally 155.520 Mbit/s. (Also see
(R) 3-14).

(R) 3-2 The bit rate available for user information cells, signaling cellsand ATM
layer OAM cdlls, excluding Physical Layer related OAM information
transported in overhead bytes shall be nominally 149.760 Mbit/s.

149.760 Mbit/s is equivalent to the STS-3c Synchronous Payload Envelope (SPE) information
bandwidth (i.e., thetotal STS-3c SPE bandwidth minus the bandwidth portion allocated to POH).

3.2.2 Signal Format

(R) 3-3 The 155.520 Mbit/s B-ICI shall utilize the SONET STS-3c frame structure
as specified in ANSI-T1.1054l.
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3.2.2.1 Framing I nfor mation
(R) 3-4 Framing information shall be contained in the A1 and A2 bytes.

(R) 3-5 Equipment on either side of the B-ICI shall meet the requirements for -
» Going from an in-frame condition to an out-of-frame condition, and
* Going from an out-of-frame condition to an in-frame condition as

specified in TR-NWT-000253(5]-

3.2.2.2 Overhead Bytes Active Across the B-1Cl

The overhead bytes applicable at the B-1Cl are specific to the implementation details of the physical
inter-carrier circuit connection. To maintain flexibility while still allowing specific requirements on
overhead activation and functionality, the diagram of Figure 3.1 isintroduced. In this Figure, the
points are identified where B-1Cl characteristics are relevant. They are labeled B-ICI, B-ICI', B-
ICI" and are explained below in detail.

Public ATM B-1CI Public ATM
Network Network
Carrier A : Carrier B

ATM ATM
NE NE
B-ICI" B-I1CI"
| o -ICI' o ]
| Circuit B IIC l Circuit |
Transport 1 Transport
NE NE

Non-ATM Non-ATM
Terminations Terminations

Figure 3.1 Physical Realization of the B-1CI

In Figure 3.1, the B-ICI is defined as the logical interface between two carrier's public ATM
networks. The B-ICl isphysically realized in three types of interconnection:

B-1Cl: A direct inter-office interconnection between two ATM Network Elements (NEs)
belonging to different network operators (e.g., OC-3 interconnection with STS-3c structure).

B-1CI corresponds to the physical realization of a 155.520 Mbit/s SONET interface at the carrier
boundary (the demarcation point between two carriers). As such, specific requirements are
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specified below and take into account the various arrangements under which the B-I1Cl isrealized
(e.g., intra-office versus inter-office).

B-1CI": Aninterconnection that is part of a multiplexed inter-office interconnection between two
transport NEs (e.g., multiplexer or cross-connect) belonging to different network operators (e.g.,
an STS-3cinaOC-12 signal).

The interpretation of B-ICl' corresponds to redizations of inter-carrier circuit connections
involving intermediate transport systems (e.g., a multiplex system). In this case, there exists an
underlying logical channel, or atributary that traverses the carrier boundary. Although the section
and line level functionality at the carrier boundary is dictated by the specific transport system and
is, consequently, by arrangements beyond the scope of this document, the path level overhead
activation for B-IClI' is preserved and must be specified.

B-1CI'": Aninterconnection (usually intra-office) between the transport NE and the ATM NE.
Both of these NEs typically belong to the same network operator, and in this sense the B-ICI" isa
reflection of the B-1Cl' on the ATM NE (e.g., STS-3c interconnection).

Also, important in the overall carrier-to-carrier interconnection is the physical realization of the
logical B-ICI' channel within each carrier's network and likely at the ATM switching system
interface. This physical interface is labeled B-ICI". Although this interface occurs within a
carrier's network, its characteristics directly impact the overadl interconnection and B-ICl', as
described above. Therefore, specific information and guidance is provided here so that ATM
switch trunk side interface design can proceed in a consistent and standard manner.

In all the above realizations, the following requirement applies:

(R) 3-6 The overhead bytes active across the B-ICI (including B-ICI' and B-ICI"
as described above) shall be consistent with the specifications given in

ANSI-T1.105[4]. [Note: Except for some differences between ANSI

T1.105 and B-ICI specification, for example, Path RDI (Remote Defect

Indicator), Line FEBE].
A summary of the SONET overhead bytes and their requirement statusis provided in Table 3.1.
In User Channels (F1 and F2), "user" refers to the network operator. This channel is reserved for
use by an individua carrier. Therefore, this channd is not activated across adminidtrative

boundaries as it would be then subject to use by multiple users, inconsistent with the intent of the
SONET specifications.

3.2.3 Powering Arrangements

(R) 3-7 Power shall not be provided across the B-ICI.

3.2.4 HEC Generation and HEC Check

(R) 3-8 The HEC generation and error checking functions (specified in Section 3.5)
shall be implemented for the 155.520 Mbit/s SONET STS-3c based B-ICI.
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Table 3.1 B-I1ClI SONET Physical Layer Overhead Requirements
Function Signal B-ICI" B-1CI" B-1ClI

Section Overhead*
Framing Al, A2 R & R
Error Monitoring Bl R@ & R
Data Communication D1-D3 NA & #
STSID C1 R & R
Order Wire El NA & O
User Channel F1 NA NA NA
Line Overhead*
Error Monitoring B2 R & R
Data Communication D4-D12 O & O
Order Wire E2 NA & @]
SPE Pointer H1-H3 R & R
Path AIS H1, H2 R & R
APS K1, K2 O & O
LineAIS K2 (6-8) R@ & R
Line RDI (FERF) K2 (6-8) R & R
Line FEBE 372 (1-8) R & R
Sync. Messages Z1 @) & @)
Path Overhead*
Trace Ji @) @) @)
Error Monitoring B3 R R R
Signal Label Cc2 R R R
Path FEBE G1 (1-4) R R R
Path RDI (FERF) G1(5) R R R
User Channel F2 O NA NA

R = Required, NA = Not Activated, O = Optional; * = All other overheads of the layer are NA; # = STEsand LTEs
in an application requiring communications over the SONET interfaces shall support the Section DCC; & = As
dictated by the multiplex/transport system; @ = Not applicable for interconnection without regenerators.
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3.2.5 Cell Payload Scrambler

(R) 3-9 The cell payload (self-synchronous) scrambler (specified in Section 3.5)
shall be implemented for the 155.520 Mbit/s SONET STS-3c based B-ICI.

3.2.6 Cell Mapping and Delineation

The mapping of ATM cellsis performed by aligning by row the byte structure of every cell with
the byte structure of the SONET STS-3c payload capacity (i.e., Synchronous Payload Envelope
less POH). The entire STS-3c payload capacity isfilled with cells, yielding atransfer capacity for
ATM cells of 149.760 Mbit/s. Because the STS-3c payload capacity is not an integer multiple of
the cell length, a cell may be mapped across a SPE boundary.

(R) 3-10 Equipment supporting a B-ICl shall map ATM cellsinto the SONET STS-
3c signal as specified in ANSI T1.62416] and ANSI T1.105[4] (see also
CCITT Recommendation 1.432L7] and G.709[2)).

(R) 3-11 The cell delineation functions (specified in Section 3.5) shall be
implemented for the 155.520 Mbit/s B-ICI.

(R) 3-12 For the 155.520 Mbit/s B-ICl, the time to declare Sync state (specified in
Section 3.5) shall be less than 150 micro-seconds. This requirement

pertains to an in-frame SONET condition and supplements the re-frame

reguirements given earlier to specify total time from out-of-frameto cell

delinegtion.

3.2.7 PMD Characteristics of the 155.520 Mbit/s STS-3c¢c B-IClI

(R) 3-13 The B-ICl shall meet the PMD specifications given in TR-NWT-000253 for
either the short-reach, intermediate-reach or long-reach optical OC-3 or the
electrical STSX-3 application. The choice of interface parameter set is
application specific.

3.2.8 Synchronization, Timing and Jitter

3.2.8.1 Synchronization and Timing

(R) 3-14 In normal operation, the signal at the B-ICI shall be synchronized by a
source traceable to a Primary Reference Source (PRS, or Stratum 1 clock)

as described in ANSI T1.101[8] When the system is not synchronized
(e.g., free running mode), a failure sync condition exists, and shall be
rectified according to a bilateral agreement.

3.2.8.2 Jitter

(R) 3-15 At the B-ICI, the network output jitter limits specified in ANSI T1X1/LB-
93-03[9 shall apply.

ATM Forum Technical Committee Page 21



af-bici-0013.003 B-1CI Specification, V 2.0, December 1995

3.2.9 Connectors

(R) 3-16 Optical connectors shall meet the performance criteria specified in Bellcore's
TR-NWT-000326.[19]

The selection of a particular connector type for application at the B-ICI is a matter for bilateral
agreement.

3.3 Physical Layer Characteristics of the 622.080 M bit/s STS-12c B-1CI

The B-ICI at 622.080 Mbit/s is SONET-based and utilizes the concatenated STS-12 payload
structure (STS-12c).

3.3.1 Bit Rate

(R) 3-17 The bit rate of the line signal shall be nominally 622.080 Mbit/s. (Also see
(R) 3-30).

(R) 3-18 The bit rate available for user information cells, signaling cellsand ATM
layer OAM cells, excluding Physical Layer related OAM information
transported in overhead bytes shall be nominally 599.040 Mbit/s.

599.040 Mbit/s is equivalent to STS-12c Synchronous Payload Envelope (SPE) information
bandwidth (i.e., total STS-12c SPE bandwidth minus the bandwidth portion allocated to POH).

3.3.2 Signal Format

(R) 3-19 The 622.080 Mbit/s B-ICl shall utilize the SONET STS-12c frame structure
specified in ANSI T1.624[6]-

3.3.2.1 Framing Information
(R) 3-20 Framing information shall be contained in the A1 and A2 bytes.

(R) 3-21 Equipment on either side of the B-ICI shall meet the requirementsfor:
* Going from an in-frame condition to an out-of-frame condition, and
* Going from an out-of-frame condition to an in-frame condition as

specified in TR-NWT-000253![5]-

3.3.2.2 Overhead Bytes Active Across the B-1Cl
See Section 3.2.2.2.

(R) 3-22 The overhead bytes active across the B-I1Cl (including B-1CI" and B-ICI"
as described in Section 3.2.2.2) shall be consistent with the specifications

givenin ANSI T1.105[4]. [Note: Except for some differences between

ANSI T1.105 and B-ICI specification, for example, Path RDI, Line

FEBE].
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3.3.3 Powering Arrangements

(R) 3-23 Power shall not be provided across the 622.080 Mbit/s B-IClI.

3.3.4 HEC Generation and HEC Check

(R) 3-24 The HEC generation and error checking functions (specified in Section 3.5)
shall be implemented for the 622.080 Mbit/s SONET STS-12c based B-ICI.

3.3.5 Cell Payload Scrambler

(R) 3-25 The cell payload (self-synchronous) scrambler (specified in Section 3.5)
shall be implemented for the 622.080 Mbit/s SONET STS-12c based B-ICI.

3.3.6 Cell Mapping and Delineation

The mapping of ATM cellsis performed by aligning by row the byte structure of every cell with
the byte structure of the SONET STS-12c payload capacity (i.e., Synchronous Payload Envelope
less POH). The entire STS-12¢ payload capacity isfilled with cells, yielding atransfer capacity for
ATM cells of 599.040 Mbit/s. Because the STS-12c payload capacity is not an integer multiple of
the cell length, a cell may be mapped across a SPE boundary.

(R) 3-26 Equipment supporting a B-ICl shall map ATM cellsinto the SONET STS
12c signal as specified in ANSI T1.624[6] and ANSI T1.105[4] (see also
CCITT Recommendation 1.432L7] and G.709[2)),

(R) 3-27 The cell delineation functions (specified in Section 3.5) shall be
implemented for the 622.080 Mbit/s B-ICl.

(R) 3-28 For the 622.080 Mbit/s B-ICl, the time to declare Sync state (defined in
Section 3.5) shall be less than 150 micro-seconds. This requirement
pertainsto an in-frame SONET condition and supplements the re-frame
requirements given earlier to specify total time from out-of-frameto cell
delineation.

3.3.7 PMD Characteristics of the 622.080 Mbit/s STS-12c B-ICI
(R) 3-29 The B-ICI shall meet the PMD specifications given in TR-NWT-000253

for either the short-reach, intermediate-reach or long-reach optical OC-12
application. The choice of interface parameter set is application specific.

3.3.8 Synchronization, Timing and Jitter

3.3.8.1 Synchronization and Timing

(R) 3-30 In normal operation, the signal at the B-1CI shall be synchronized by a
source traceable to a PRS (Stratum 1 clock) as described in ANSI

T1.101[8]. When the system is not synchronized (e.g., free running mode)
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afailure sync condition exists, and shall be rectified according to a bilateral
agreement.

3.3.8.2 Jitter

(R) 3-31 At the B-ICI, the network output jitter limits specified in ANSI T1X1/LB-
93-03[9] shall apply.

3.3.9 Connectors

(R) 3-32 Optical connectors shall meet the performance criteria specified in Bellcore's
TR-NWT-000326[10]-

The selection of a particular connector type for application at the B-ICI is a matter for bilateral
agreement.

3.4 Physical Layer Characteristics of the 44.736 M bit/s (DS3) B-ICI

(R) 3-33 The Physical Layer Convergence Procedure (PLCP)-based ATM mapping
format shall be used for the 44.736 Mbit/s (DS3) B-IClI.

This approach is similar to the specification for the DS3 ATM UNI, and uses an embedded PLCP

frame. This makes use of the DS3 multiframe format with C-bit parity application. The physical
layer specification for the PLCP-based ATM mapping follows.

3.4.1 PLCP-Based ATM Mapping

3.4.1.1 Bit Rate
(R) 3-34 The bit rate at the B-ICI shall be 44.736 Mbit/s + 20 PPM.

(R) 3-35 The transfer capacity available for the transport of ATM cellsin the DS3
PL CP-based format shall be nominally 40.704 Mbit/s.

3.4.1.2 Frame Structure

The basic frame structure at 44,736 kbit/sis partitioned into M (multi)-frames of 4760 bits each.
The M frames are divided into seven M-subframes having 680 bits each. Each M-subframe is
further divided into 8 blocks of 85 bits with 84 of the 85 bits available for payload and one bit is

used for frame overhead. The DS3 Multi Frame structurel11] is shown in Figure 3.2.

Frame Overhead: There are 56 overhead bits per multiframe. They are divided into M frame
alignment channels (M1, M2 and M3), M subframe channels (F1, F2, F3 and F4), a P-bit channel

(P1 and P2), X-bit channel (X1 and X2), and the C-bit channel (the Cxy bits). The DS3 basic
frame possesses the following characteristics:

— Length of M frame = 4760 bits (4704 information bits + 56 overhead bits)
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— Total bit rate = 44,736 kbit/s

— Repetition frequency = 44,736 = 9.3983193 kHz = 106.402 micro-seconds
4760

- - — - - - = - - - 680Bits — — — — — — — — — — -

85Bits  85Bits 85Bits 85Bits  85Bits 85Bits  85Bits 85 Bits

X1[84] Fi1[84] C1[84] F2[84] C2[84] F3[84] C3[84] F4[84]
X2[84] F1[84] CA4[84] F2[84] C5[84] F3[84] C6[84] F4[84]
PL[84] F1[84] C7[84] F2[84] C8[84] F3[84] C9[84] F4[84]
P2[84] F1[84] C10[84] F2[84] Cl11[84] F3[84] Ci12[84] F4[84]
M1[84] F1[84] C13[84] F2[84] Cl14[84] F3[84] Ci15[84] F4[84]
M2[84] F1[84] C16[84] F2[84] <C17[84] F3[84] Ci18[84] F4[84]
M3[84] F1[84] C19[84] F2[84] C20[84] F3[84] C21[84] F4[84]

2X bits: indicate received errored multi-frames to the remote end in case of LOS or LOF
2P bits: provide section performance monitoring information

3M bits: indicate the location of M-subframesin a M-frame (M1= 0, M2=1, M3=0)

28F bits: identify the overhead bit positions in Multi-subframe (F1=1, F2=0, F3=0, F4=1)
21C bits: used for the C-bit parity application

4704 Information bits

Figure 3.2 DS3 Multi-Frame Structure

3.4.1.3 C-Bit Channel Definition

The DS3-based B-1Cl is defined to use the C-bit parity format. This format has 21 bits per DS3
frame that is referred to as the C-bit channel. Within the C-bit channel there are a number of

functions. The bit functions and uses are defined below[11]:
» C1 - Application Identification Channel

(R) 3-36 For the C-bit parity application, this bit shall be set to "1" at the transmitter
and verified at the receiver.

Note: If Clisreceived as"0", at aminimum, areport to an Operations System (OS) should be
made.

» C2 - Network Requirement Bit
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(R) 3-37 Thisbit shall be set to"1" at the transmitter and ignored at the receiver.
* C3 - Far End Alarm and Control Channel

The FEAC channel hastwo parts: (i) alarm/status channel, and (ii) command (or control) channel.
The FEAC support isdesirable.

(0) 3-1 The FEAC channel implementation should support seven (7) darm/status

messages. The Alarms/Status Conditions and associated Codewords are
givenin Table 3.2.

Table 3.2 FEAC Alarm/Status Conditions and Codewords

Alarm/Status Conditions Codeword
DS3 Equipment Fallure (SA) 0011001011111111
DS3LOS 0001110011111111
DS3 Out-Of-Frame 0000000011111111
DS3 AlS Recaived 0010110011111111
DS3 IDLE Received 0011010011111111
DS3 Equipment Fallure (NSA) 0001111011111111
Common Equipment Failure (NSA) 0011101011111111

SA = Service Affecting; NSA = Not Service Affecting; LOS = Loss Of Signa

(0) 3-2 The three (3) FEAC Command Functions and Codewords applicable for the
B-ICl arelisted in Table 3.3, and should be supported if thereis abilateral
agreement between the carriers.

Table 3.3 FEAC Command Functions and Codewords

Command Function Codeword
Line Loopback Activate 0000111 011111111
Line Loopback Deactivate 00111000 11111111
DS3Line 0011011 011111111

Note 1 - The rightmost bit of each Codeword shall be transmitted first.
Note 2 : All other codewords are to be ignored.

* C4-C6 - Not Used
These bits are not used and should be set to "1" by the transmitter and ignored by the receiver.
» C7-C9 - CP-hit

(R) 3-38 These bits are used to indicate the parity of the DS3 payload. They shall be
set by the transmitter the same as the P-Bits and compared to the re-
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calculated parity by the recelver according to the procedures specified in

T1.107al11, If an error is detected, it is indicated with the FEBE (C10-
C12).

* C10-C12 - FEBE Function

(R) 3-39 These bits are used to indicate the received Far End Block Errors of the DS3
payload. They shall be set by the transmitter whenever an error is detected
by the receiver in the CP-Bits, according to the procedures specified in

T1.107al11]. The receiver should count the number of received FEBEs.
* C13-C15 - Terminal-to-Terminal Path Maintenance Data Link

(O) 3-3 These bits are for aterminal-to-termina path maintenance datalink and are

optional. If used, this function should comply to the ANSI T1.107al11]
definition.

» C16-C18 - Not Used
These bits are not used and should be set to "1" by the transmitter and ignored by the receiver.

* C19-C21 - Not Used
These bits are not used, and should be set to "1" by the transmitter and ignored by the receiver.

The B-1Cl DS3 C-hit parity Requirements are summarized in Table 3.4. Further details on C-bit
parity are given in[11].

Table 3.4 B-ICI DS3 C-Bit Parity Requirements

Function Signal B-ICI" B-I1CI' B-1CI
Application ID C1 R R R
Network Cc2 R R R
FEAC Command C3 @] @] @]
FEAC Control C3 O @] @]
Error Monitoring C7,C9 R R R
FEBE C10-C12 R R R
Path Data link C13-C15 0] 0] 0]
Remaining C-bits C4-Cé, NA NA NA
C16-C21

R = Required, NA = Not Activated, O = Optiona

3.4.1.4 Signal Format

Asthereis no need to use the stuffing indicator bits (C-bits) for frequency justification (because
thisis done by the PLCP), the C-bits can be used for other purposes. The use of the freed C-bitsis
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defined in the C-bit parity DS3 standard T1.107a. The B-ICl uses C-bit parity DS3 according to

T1.107a, but with one difference. T1.107al11 specifies that all seven stuff time slots of a DS3
frame shall always be stuffed. This application requires that all stuffing bit locations be used as
data bits. Thisis necessary to allow the PLCP to be nibble-aligned when mapped onto the DS3.

(R) 3-40 Theinterface format at the physical layer for the B-ICI shall be based on
asynchronous DS3 using the C-Bit Parity application as defined in ANSI

T1.107al11], This unchannelized payload application of C-bit parity DS3
requiresthat al stuffing bit locations be used as data bits.

(R) 3-41 ATM traffic shall be carried over DS3 44.736 Mbit/s communication
facilities by utilizing the PLCP frame This PLCP is a subset of the PLCP

defined in |EEE P802.6 and is the same as that used at the User-Network

Interface.

Mapping of ATM céllsinto the DS3 is accomplished by inserting the 53
byte ATM cdllsinto the DS3 PLCP. The PLCP shall then be mapped into
the DS3 information payload. Note that the 125 micro-seconds PLCP sub-
frameislonger than the 106.4 micro-seconds DS3 frame.

3.4.1.4.1 PLCP Format

The DS3 PLCP consists of a 125 micro-seconds frame within a standard DS3 payload. Note there
is no fixed relationship between the DS3 PLCP frame and the DS3 frame, i.e., the DS3 PLCP may
begin anywhere inside the DS3 payload. The DS3 PLCP frame consists of 12 rows of ATM cells,

each preceded by 4 octets of overhead. Nibble3 stuffing is required after the twelfth cell to fill the
125 micro-seconds PLCP frame. Although the DS3 PLCP is not aligned to the DS3 framing bits,
the octets in the DS3 PL CP frame are nibble aligned to the DS3 payload envelope. Nibbles begin
after the control bits (F, X, P, C or M) of the DS3 frame. Octets comprising the DS3 PLCP frame
are described below.
(R) 3-42 The following PLCP overhead bytes/nibbles are required to be activated
across the B-ICl:

A1l - Frame Alignment

A2 - Frame Alignment

B1 - Bit Interleaved Parity

C1 - Cycle/Stuff Counter

G1 - PLCP Path Status

Px - Path Overhead | dentifier

Zx - Growth Octets

Trailer Nibbles

3 A nibbleis 4 bits.
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The DS3 PLCP frameis shown in Figure 3.3.

PLCP Framing POI POH PL CP Payload

Al A2 P11 Z6 First ATM Caell

Al A2 P10 Z5 ATM Cdl

Al A2 P9 Z4 ATM Cdl

Al A2 P8 Z3 ATM Cdl

Al A2 P7 z2 ATM Cdl

Al A2 P6 Z1 ATM Cdl

Al A2 P5 X ATM Cdl

Al A2 P4 Bl ATM Cdl

Al A2 P3 Gl ATM Cdl

Al A2 P2 X ATM Cdl

Al A2 P1 X ATM Cdl

Al A2 PO C1 Twefth ATM Cdll Trailer
10ctet | 1Octet | 1O0ctet | 1Octet 53 Octets 130r 14

Nibbles

POI = Path Overhead Indicator

POH = Path Overhead

BIP-8 = Bit Interleaved Parity - 8

X = Unassigned - Receiver required to ignore

Figure 3.3 DS3 PLCP Frame (125 micro-seconds)

Framing Octets (Al, A2)

(R) 3-43 The PLCP framing octets shall use the same framing pattern used in
SONET. These octets are A1=11110110, A2 = 00101000.

(R) 3-44 Equipment at a B-1CI shall support the PLCP framing requirements
described in TR-TSV-000773[12],

Bit Interleaved Parity (BIP)-8 (B1)
(R) 3-45 The BIP-8 (B1) field supports PL CP path error monitoring, and shall be

calculated over a 12 x 54 octet structure consisting of the POH field and the
associated ATM cells (648 octets) of the previous PLCP frame.
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Cycle/Stuff Counter (C1)

The Cycle/Stuff Counter Provides a nibble stuffing opportunity and Trailer length indicator
for the PLCP frame.

(R) 3-46 A stuffing opportunity shall occur every third frame of a3 frame (375
micro-seconds) stuffing cycle. The value of the C1 code shall be used as an

indication of the phase of the 375 micro-seconds stuffing opportunity cycle.

PLCP Path Status (G1)

(R) 3-47 The PLCP Path Status shall be allocated to convey the received PLCP status

and performance to the transmitting far-end. This octet permits the status of

the full receive/transmit PLCP path to be monitored at either end of the path.
The G1 octet subfields are asfollows: a4-bit Far End Block Error (FEBE),

al-bit RAI (Yellow), and 3 X bits (receivers shall be capable of ignoring

the value of X bits).

Path Overhead Identifier (PO-P11)

(R) 3-48 The POI bytes shall index the adjacent POH octet of the DS3 PLCP. Table
3.5 provides the coding for each of the POI octets.

Growth Octets (Z1-Z6)

(R) 3-49 The Growth Octets shall be reserved for future use. These octets shall be
set to Zi=00000000, by the transmitter (i = 1, 2..., 6). Thereceiver shall be
capabl e of ignoring the value contained in these fields.

Trailer Nibbles

(R) 3-50 The contents of each of the 13/14 Trailer nibbles shall be 1100.

3.4.1.5 Timing
(R) 3-51 The PLCP frame must have timing traceable to a PRS.

3.4.1.6 HEC Generation and HEC Check

(R) 3-52 The HEC functionality (specified in Section 3.5) shall be supported at the
B-I1Cl.

Table 3.5 POI Code Definitions

POI POI Code Associated POH

P11 00101100 Z6
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P10 00101001 Z5
P9 00100101 Z4
P8 00100000 Z3
P7 00011100 Z2
P6 00011001 Z1
PS5 00010101 X
PA 00010000 Bl
P3 00001101 Gl
P2 00001000 X
P1 00000100 X
PO 00000001 C1

X - Receiver Ignores

3.4.1.7 Cell Payload Scrambler

For some DS3 physical links, cell scrambling can provide a solution to some transmission
equipment's unexpected behavior sensitive to bit patternsin the ATM cell payload (e.g.,
"101010....", or "000000...." patterns). Another solution to this problem could be to disable alarm
monitoring/reporting on transmission equipment. This, however, reduces alarm visibility and fault
isolation capability.

(R) 3-53 Equipment supporting DS3 based B-1Cl shall implement the cell payload
scrambler as described in Section 3.5.3. This scrambler shall have the
capability of being enabled or disabled.

(R) 3-54 Asadefault mode, the cell payload scrambler shall be disabled for the DS3
based B-ICI.

(O) 3-4 Asa configurable option, a cell payload scrambler may be enabled for the
DS3 based B-ICI.

Note: The use of scrambling/de-scrambling may increase the bit error rate through error
multiplication.

3.4.1.8 Cell Delineation

(R) 3-55 The cells are in predetermined locations within the PLCP. Framing on the
DS3 and then on the PLCP is sufficient and shall be used to delineate cells
at the B-1Cl. The PLCP framing requirements can be found in TR-TSV-

000773(12],
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(R) 3-56  Thecriteriain TR-TSY-000191[13] defining framing requirements for DS3
signals, shall be met at the B-ICI.

3.4.1.9 Powering Arrangements

(R) 3-57 Power shall not be provided across the B-ICI.

3.4.1.10 PMD Characteristics of the 44.736 Mbit/s B-1Cl

(R) 3-58 The B-ICI for the DS3 shall meet the electrical PMD interface characteristics
specified in ANSI T1.102.[14]

3.4.1.11 Jitter

(R) 3-59 The maximum output jitter that will appear at the 44.736 Mbit/s B-1Cl shall
meet the requirements given in TR-NWT-000499.[15]

3.4.1.12 Connector

The selection of a particular connector type for the 44.736 Mbit/s B-1Cl is a matter for bilateral
agreement.

3.4.2 HEC-Based ATM Mapping

The HEC-based (or, direct) ATM mapping will also be supported. The text to be provided in the
next Version of this document.

3.5 HEC Functions and Cell Delineation

3.5.1 HEC-Generation

(R) 3-60 The following procedured “Ishall be performed to generate the HEC (Header
Error Control) sequence by each cdll originator.

Procedure: The following polynomials are used to specify the HEC value:
G(x) =x8+x2+x +1

Cx)=x6+x4+x2+1
Where:

G(x) isthe generating polynomial, and
C(x) isthe coset polynomial.

The HEC value corresponding to a given header shall be obtained by the following
procedures:
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— The 32 bits of octets 1, 2, 3 and 4 of the header are considered to be the coefficients
of apolynomia M(x) of degree 31 (bit 8 of octet 1 of the header correspondsto the

x31 term and bit 1 of octet 4 of the header corresponds to the x0 term).

— M(x) shall be multiplied by x8 and divided (modulo 2) by G(x). C(x) shall
be added modulo 2 (exclusive OR) to the remainder of thisdivision
producing a polynomial R(x) of degree < 8.

— The coefficients of R(x) are considered to be an 8-bit sequence. This 8-hit
sequence isthe HEC. The 8 hits of the HEC shall be placed in the HEC field so that

the coefficient of thex/ term is bit 8 and the coefficient of the xO term is bit 1.

3.5.2 HEC-Check

The HEC function of the receiver on either side of the B-1Cl has two states, Correction state and
Detection state.

(R) 3-61 Network equipment supporting a B-ICl shall implement HEC error
detection as defined in the CCITT Recommendation 1.432[7] and ANSI
T1.624[6],

(0) 3-5 Network equipment supporting a B-1Cl may also implement single bit error
correction in addition to error detection. In this case, the two modes of
operation shall interact in accordance to the procedure defined inthe CCITT

Recommendation 1.432[7] and ANSI T1.624[6].

(R) 3-62 In Detection state, all the cells with detected header errors shall be
discarded.

The header error analysis process performed by the receiving physical layer equipment isillustrated
in Figure 3.4. In Figure 3.4, the following Notes apply:

Note 1: Definition of "valid cell": A cell where the header is declared by the header error control
process to be free of errors (CCITT Rec. 1.113).

Note 2: An example of an impermissible header is a header whose VPI/VCI is neither allocated to a
connection nor pre-assigned to a particular function (idle cell, OAM cell, etc.). In many instances,
the ATM layer will decide if the cell header is permissible.

Note 3: A cell isdiscarded if its header is declared to be invalid; or if the header is declared to be
valid and the resulting header isimpermissible.
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Incoming Cell With
Uncorrupted Header

Yes

Header

Correction

Correction

Incoming Cell With
Corrupted Header

Dectection

No

Attempted?
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3.5.3 Cell Payload Scrambler
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(Note 3) Errored Header
(Unintended Service)

Figure 3.4 Cell Header Error Analysis

The following specifications apply to SONET and DS3 based B-ICls:
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(R) 3-63 A cell payload (self-synchronizing) scrambler, with polynomial 1 +X43
shall be used to scramble/de-scramble the 48 byte information field of ATM
cells.

(R) 3-64 The scrambler shall operate continuously through the stream of ATM cells,
bypassing ATM cell headers. Hence, ATM cell headers are not scrambled.

(R) 3-65 The scrambler state at the beginning of a cell payload shall be the state at the
end of the previous cell payload.

(R) 3-66 Descrambling shall be disabled during the cell delineation hunt state

(described later).

(R) 3-67 During the cell delineation presync and sync states (described later), the
scrambler shall be enabled for a number of bits equal to the length of the

information field and disabled for the following assumed header.

3.5.4 Cell Delineation

Cell delineation is performed using the HEC byte of the ATM cell header. For the DS3 based B-
ICl, however, the ATM cells are explicitly delineated upon PLCP framing.

(R) 3-68 For the SONET-based B-ICls, the location of cell boundaries within an
octet stream shall be obtained by determining the location at which the HEC

coding ruleisobeyed. This cell delineation processis described by the state

diagram shown in Figure 3.5. This process has three states of operation:

Sync state, Hunt state, and Presync state. These are described below:

—Sync Sate Inthisstate, cell boundary is assumed to be correct. The
process remains in this state until the HEC coding rule is determined
to be incorrect Alpha consecutive times. When this occurs, the process
moves to the Hunt state.

—Hunt Sate: In this state, the delineation processis performed by
checking whether the HEC coding rule is obeyed for the assumed
header field. The first time the HEC coding rule is obeyed, the process
passes to the Presync state.

—Presync Sate: In this state, the HEC ruleis applied at the next location
that a cell header is expected. The process repeats until either:

» The HEC coding rule has been confirmed Delta consecutive times.
The process then passes to the Sync state.

* Oneincorrect HEC is detected. The process then returnsto the
Hunt state.

Robustness against false misalignment due to bit errors depends on the value of
Alpha. Robustness against false delineation in the synchronization process depends
on the value of Delta. Suggested values for Alphaand Deltaare 7 and 6,
respectively.
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State Transitions

(a) First Detection of cell boundary

(b) Oneincorrect HEC

(c) Delta(consecutive) correct HECs
(d) Alpha (consectutive) incorrect HECs

Figure 3.5 Cell Delineation Diagram

3.6 Physical Layer Characteristics of the 34.368 M bit/s (E3) B-1ClI

(R) 3-69 The specification for the 34.368 Mbit/s (E3) physical layer described in
G.703 [57] shall comply with: ETSI ETS 300-337 [61] for the electrical
characteristics of the physical layer, G.832 [38] for the transport frame
format, and G.804 [59] for the mapping of ATM cells to the transport frame.

3.7 Physical Layer Characteristics of the 155.520 Mbit/s (SDH) STM-1 B-ICI

(R) 3-70 The specification for the 155.520 Mbit/s (SDH) STM-1 physical layer
(including the mapping of the ATM cellsinto the STM-1 payload) shall
comply with: G.707 [60] for the allowed bit rates, G.708 [1] for the transport
frame format, and G.709 [2] for the multiplexing structure.
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4. B-ICI ATM Layer Specification

This section provides CCITT/T1 defined ATM layer (including ATM cell header) functions. The
U-planeis specified in this section, and the M-planeis specified in alater section .

4.1 ATM Layer Services

The ATM Iayer[16] provides for the transparent transfer of fixed sized ATM layer service data units
(ATM-SDUSs) between communicating upper layer entities (e.g., AAL-entities). This transfer
occurs on a pre-established ATM connection with negotiated parameters such as cell-lossratio, cell
delay, cell delay variation, throughput and traffic parameters. Each connection is characterized by a
traffic descriptor of one or more parameters. Traffic submitted to a connection on a B-ICI is
expected to conform to these parameters, although some network induced cell delay variation may
have accumulated on the connection before reaching the B-1CI.

Two levels of virtual connections can be supported at the B-ICI:

* A point-to-point Virtual Channel Connection (VCC) which consists of a single connection
established between two ATM V CC end-points.

* A point-to-point Virtual Path Connection (VPC) which may consist of abundle of VCCs
carried transparently between two ATM VPC end-points.

Traffic monitoring and throughput enforcement may be performed on VCCs/VPCs at the B-ICI
ingressto acarrier's network. For VPCs at the B-1Cl, shaping, traffic monitoring and throughput
enforcement (i.e., NPC) may be performed across al cells carried on the same VPI independently
of the VCI values.

(R) 4-1 From asingle source the relay of cellswithin aVVPC and/or VCC shall
preserve cell sequence integrity.

No retransmission of lost or corrupted information is performed by thislayer. The ATM layer also
provides its users with the capability to indicate the loss priority of the data carried in each cell. The
information exchanged between the ATM layer and the upper layer (e.g., the AAL) across the
ATM-SAP includes the primitivesin Figure 4.1.

Primitive Request Indicate Confirm | Respond

ATM-DATA X X

Figure4.1 ATM Service Access Point (SAP) Primitives

These primitives make use of the parametersin Figure 4.2.
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Associated . .
Parameters Primitives Meaning Valid Values
ATM-SDU ATM-DATA request 48 byte pattern for Any 48
ATM-DATA.indicate transport byte pattern
SDU-Type ATM-DATA request End-to-end cell type Oor1l
ATM-DATA.indicate indication
L oss-Priority ATM-DATA request Cell Loss-Priority | High or Low
ATM-DATA.indicate Priority
Congestion- ATM-DATA.indicate | EFCN Indication | Trueor False
Experience

Figure 4.2 ATM-SAP Parameters

The primitives provide the following services.

» ATM-DATA.request: Initiates the transfer of an ATM-SDU and its associated SDU-
Typeto its peer entity over an existing connection. The loss priority parameter and the
SDU-Type parameter are used to assign the proper CLP and PTI fieldsto the
corresponding ATM-PDU generated at the ATM layer.

« ATM-DATA.indicate: Indicatesthe arrival of an ATM-SDU over an existing
connection, along with a congestion indication and the received ATM-SDU. Inthe
absence of errors, the ATM-SDU isthe same asthe ATM-SDU sent by the corresponding
remote peer upper layer entity inan ATM-DATA . .request.

The following parameters are passed within one or more of the previous primitives:

» ATM-SDU: Thisparameter contains 48 bytes of ATM layer user datato be transferred by
the ATM layer between peer communicating upper layer entities.

 SDU-Type: Thisparameter isonly used by the ATM layer user to differentiate two types
of ATM-SDUs associated with an ATM connection.

e Loss-Priority: Thisparameter indicates the explicit loss priority (CLP =0 or 1) for this
ATM SDU relative to the other cellsin the same VPC/VCC. It can take only two values,
one for high priority and the other for low priority.

» Congestion-Experience: This parameter indicates that the received ATM-SDU has
passed through one or more network nodes experiencing congestion.
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4.2 Service Expected from the Physical Layer

The ATM layer expects the physical layer to provide for the transport of ATM cells between
communicating ATM-entities. The information exchanged between the ATM layer and the physica
layer across the PHY -SAP includes the primitivesin Figure 4.3.

Primitive Request | Indicate Confirm | Respond

PHY-UNITDATA

(1): The ATM-entity passes one cell per PHY-UNITDATA.request
and accepts one cell per PHY-UNITDATA.indicate.

Figure 4.3 PHY-SAP Services Required by the ATM Layer

4.3 ATM Cell Structure and Encoding at the B-ICI

(R) 4-2 Network equipment supporting a B-ICl shall encode and transmit cells
according to the structure and field encoding convention defined for the

NNI[3] (Figure 4.4 and 4.5).

The structure of the ATM cell is shown in Figure 4.4. 1t contains the following fiel dsl17:

(i) Virtual Path/Virtual Channel (VPI/VCI) Identifier: The actual number of routing bits
in the VPI and VCI subfields used for routing is negotiated between the two carrier networks. This
number is determined on the basis of the lower requirement of the networks.

(R) 4-3 The bitswithin the VPI and V CI fields used for routing shall be allocated
using the following rules:

—The alocated bits of the VPI subfield shall be contiguous;

—The alocated bits of the VPI subfield shall be the least significant bits of
the VP! subfield, beginning at bit 5 of octet 2;

—The alocated bits of the VCI subfield shall be contiguous;

—The allocated bits of the VCI subfield shall be the least significant bits of
the VCI subfield, beginning at bit 5 of octet 4.

(R) 4-4 Any bits of the VPl subfield that are not allocated are set to 0. Any bits of
the VCI subfield that are not allocated are set to O.

(R) 4-5 Unallocated bits of the VPI for VP switching and VPI/VCI for VC
switching shall be checked to be zero "0" at the receiver. Cellswith invalid
VPI/VCI shal be discarded.
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At the B-ICI, there are two directions of transmission. When arouting field value (i.e., VPI plus
VCI foraVC link or VPI for aVP link) is assigned at the B-ICI, the same value is assigned for
both directions of transmission. The routing field value used in one direction is only to be used in
the opposite direction to identify the VC/VP link involved in the same communication.

It should be noted that:

(1) The bandwidth in both directions may be the same (symmetric communication); or

(2) The bandwidth in both directions may be different (asymmetric communication); or

(3) The bandwidth of the opposite direction may be equal to zero (unidirectional
communication without any reverse information); or

(4) The bandwidth of the opposite direction may be large enough to carry only ATM layer

management information (unidirectional communication with reverse management
information)."

8 7 6 5 4 3 2 1 0

Virtual Path Identifier 1
(VPI)
Virtual Channel Identifier 2
VPI (VCI)
VCl 3
Cell Los$
VCl Payload Type |priority 4
Indicator (PTI) |(CLP)

Header Error Control (HEC)

Cell Payload
(48 Octets)

S30Ctelrigure 4.4  ATM
Cell Structure at the B-IClI

(i) Payload Type Indicator (PTI): Thisisa3-bit field used to indicate whether the cell
contains user information or Connection Associated Layer Management information (F5 flow). It
is also used to indicate a network congestion state, or for network resource management. The
detailed coding and use of the PT1 field will be described in Section 4.4.4.
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(iii) Cell Loss Priority (CLP): Thisisal-bit field which allows the user or a network to
optionally indicate the explicit loss priority of the cell. More details on the use of the CLP bit are
givenin Section 4.4.5.

Bit Position 8765432187654321 87654321
: - - -
65432140
2222222 - - =
Byte Number 1 A 2 N

[
Bit values of the encoded field
Figure4.5 ATM Field Encoding Convention

(iv) Header Error Control (HEC): The HEC field is used by the physical layer for
detection/correction of bit errorsin the cell header. It may also be used for cell delineation.

4.4 ATM Layer FunctionsInvolved at the B-ICI (U-plane)

This section describes ATM layer functions that need to be supported at the B-ICl (see Figure 4.6).
It does not cover those ATM functions that are described in standards but have no impact on the B-
ICl specification.

Functions Parameters
Multiplexing among different VPI/VCI
ATM connections
Cell rate decoupling Pre-assigned header field values
(unassigned cells)
Cell discrimination based on - :
pre-defined header field values Pre-assigned header field values
Payload type discrimination PTI field
Loss priority indication and CLPfied,
selective cell discarding Network congestion state

Figure 4.6 Functions Supported at the B-1Cl (U-plane)
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4.4.1 Multiplexing Among Different ATM Connections

This function multiplexes ATM connections with different QOS requirements. ATM connections
may have either a specified or an unspecified QOS. An ATM connection with a specified QOSis
characterized by values of one or more of the following parameters:. cell transfer delay, cell delay
variation, and cell loss ratio. An ATM connection with unspecified QOS has no values for the
above parameters. This document identifies the required set of specified QOS classes, and one
unspecified QOS class.

The QOSisthe samefor al cells belonging to the same ATM connection, and remains constant for
the duration of the connection.

(R) 4-6 Network equipment supporting a B-1Cl shall support the required set of the
specified QOS classed 18],

(0O) 4-1 Network equipment supporting a B-ICl may support the unspecified QOS
clasd 18,

4.4.2 Cell Rate Decoupling

The cell rate decoupling function at the sending entity adds unassigned cells to the assigned cell
stream (cellswith valid payload) to be transmitted, transforming a non-continuous stream of
assigned cellsinto a continuous stream of assigned and unassigned cells. At the receiving entity the
opposite operation is performed for both unassigned and invalid cells. The rate at which the
unassigned cells are inserted/extracted depends on the bit rate (rate variation) of assigned cell
and/or the physical layer transmission rate. The unassigned and invalid cells are recognized by

specific header patterns* which are shown in Figure 4.7.

(R) 4-7 Network equipment supporting a B-ICl shall generate unassigned cellsin
the flow of cells passed to the physical layer in order to adjust to the cell rate
required by the payload capacity of the physical layer.

(R) 4-8 Network equipment supporting a B-1CI shall encode the header fields of
unassigned cellsin accordance with the pre-assigned header field values

defined in [3] and [17]. The information field of the unassigned cell shall
be encoded in accordance with [31.

(R) 4-9 Thereceiving ATM entity shall extract and discard the unassigned and
invalid cells from the flow of cells coming from the physical layer.

Note: The cell rate governing the flow between physical and ATM layer will be extracted from
physical layer (e.g. SONET, DS3) timing information, if required.

4 Theterm "Cell Rate Decoupling” has a different meaning in CCITT, and it refersto a physical layer process
involving physical layer cells (e.g., idle cell§[7]). Further, the term "invalid' when applied to a cell or pattern
refers to theillegal appearance of a physical layer cell at the ATM layer. It is possible, in some cases, that the
generation of unassigned cells may not be required. Note that Idle Cells were originally defined for the ATM
-based Physical Layer."
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4.4.3 Cell Discrimination Based on Pre-defined Header Field Values

The pre-defined header field valued 171 defined for the NNI apply at the B-ICI, and are given in
Figure4.7.

Sixteen VCI values (VCI = 0-15) arereserved by CCITT (1.361) for various applications:
1. VCI = 0isonly for Unassigned Cell indication (Figure 4.7).

2. VCI = 1-2 are only used for signaling function which may only be applicable in user-to-
user and user-to-network VPs.

3. VCI = 3-4 are used for OAM functions (Figure 4.7).
4.V CI =5isused for point-to-point signaling (Figure 4.7).

5. VCI = 6-7 arereserved to provide the same functions for VPs as PTI values 110 and
111, respectively, will provide for VCs.

6. VCI = 8-15 are reserved for future standardization functions.

) Header Value
Function
Bvyte 1 Byte 2 Byte 3 Byte 4

Unassigned Cell 00000000 | 00000000 | 00000000 | OO0OOXXXO
Invalid Pattern 00000000 | 00000000 | 00000000 | O00OXXX1
OAM Segment F4 Flow |JAAAAAAAA | AAAA0000| 00000000 0011AAAA
OAM End to End F4 Flow JAAAAAAAA | AAAAO0000| 00000000 | O0100AAAA
Point-to-Point Signaling

(Note 1) AAAAAAAA [ AAAAO000| 00000000 | O101AAAA

Note 1 - This VCI subfield value is reserved for signaling.
A - Indicates that the bit is available for use by the appropriate ATM layer function.
X - Indicates bits that are unspecified at the transmitter and ignored at the receiver.

Figure 4.7 Pre-Defined Header Field Values

The Virtual Path Connection (VPC) operation flow (F4 flow) is carried via specially designated
OAM cells. F4 flow OAM cells have the same VPI value as the user-data cell transported by the
VPC but are identified by two unique pre-assigned virtual channels within this VPC. At the B-ICI,
the virtual channel identified by aVCl value = 3isused for VP level management functions
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between ATM nodes on both sides of the B-ICI (i.e., single VP link segment) while the virtual
channel identified by aVVCl vaue =4 can be used for VP level end-to-end (User <-> User)
management functions.

The detailed layer management procedures making use of the F4 flow OAM cells at the B-ICl, and
the specific OAM cell format will be covered in alater section.

(R) 4-10 Network equipment supporting VP level management functions at the B-ICI
shall encode the VCI field of the F4 flow OAM cells with the appropriate

values as defined in [17] and shown in Figure 4.7.

(R) 4-11 Network equipment supporting VP level management functions at the B-I1ClI
shall have the capability to identify F4 flow OAM cellswithin each VPC.

4.4.4 Cell Discrimination Based On Payload Type Indicator (PTI) Field Values

The main purpose of the PTI field is to discriminate between user cells (i.e., cell carrying user
information) from non-user cells (see Figure 4.8). Code points 0 to 3 are used to indicate user
cells. Within these code points, values 2 and 3 are used to indicate that congestion has been
experienced in the network. Code points 4 and 5 are used for VCC level management functions.
The PTI value of 4 is used for identifying OAM cells communicated within the bounds of aVVCC
segment (i.e., single link segment across the B-ICI) while the PTI value of 5 is used for
identifying end-to-end OAM cells.

The detailed layer management procedures making use of the F5 flow of OAM cells at the B-ICl,
and the specific OAM cedll format iscovered in alater section.

PTI Coding Interpretation
000 User data cell, congestion not experienced, SDU_Type =0
001 |User data cell, congestion not experienced, SDU_Type =1
010 User data cell, congestion experienced, SDU_Type =0
011 User data cell, congestion experienced, SDU_Type =1
100 Segment OAM F5 flow cell
101 End-to-End OAM F5 flow Cell
110 Reserved for future traffic control and res. manag. functions
111 Reserved for future functions

Figure 4.8 Payload Type Indicator Encoding
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(R) 4-12 Network equipment supporting VC level management functions at the B-IClI
shall encode the PTI field of the F5 flow OAM cdlls with the appropriate

code points as defined in [17].

(R) 4-13 Network equipment supporting VC level management functions at the B-1CI
shall have the capability to identify F5 flow OAM cells within each VC.

4.4.5 Loss Priority Indication and Selective Cell Discarding

The CLP field may be used for loss priority indication by the ATM end point and for selective cell
discarding in network equipment. Users can set the CLP bit to indicate alower priority cell. If the
CLPisnot set the cell has normal priority. Upon entering the network, a cell with CLPvalue=1
may be subject to discard depending on network traffic conditions.

The treatment of cells with the CLP bit set to 1 (low priority cells) by the network traffic
management functionsis covered in later sections.
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5. Common B-ICI Traffic Management and Networ k Performance

This section provides B-ICl traffic management functions and network performance considerations
that are common to all services being supported across a B-1Cl. The service-specific considerations
for aB-ICl are discussed in later sections. The considerations developed in the ATM Forum's

1993 release of the UNI Specificationl19] are used where applicable for aB-ICl.

To obtain numerica objectives on network performance parameters may be desirable after
sufficient operating experience. Bilateral agreements between the carriers should address such
numerical objectives on an interim basis. These objectives can be very dependent upon the actual
service and configuration.

A traffic management function can generally be classified as being either a Traffic Control function
or a Congestion Control function. ATM layer Traffic Control refersto the set of actions taken by
the network to avoid congested conditions. ATM layer Congestion Control refers to the set of
actions taken by the network to minimize the intensity, spread and duration of congestion.
Congestion Control actions are triggered by congestion in one or more Network Elements.

In aBISDN, congestion is defined as a state of Network Elements (e.g., switches, concentrators,
cross-connects and transmission links) in which the network is not able to meet the negotiated
network performance objectives for the aready established connections and/or for the new
connection requests. In general, congestion can be caused either by unpredictable datistical
fluctuation of traffic flows or by fault conditions within the network. Congestion is distinguished
from the state where buffer overflow is causing cell losses, but the negotiated Quality of Serviceis
still being met.

The primary role of Traffic Control and Congestion Control parameters and procedures is to
protect the network and the user in order to achieve network performance objectives. An additional
role is to optimize the use of network resources.

The uncertainties of broadband traffic patterns and the complexity of Traffic Control and
Congestion Control suggest a step-wise approach for defining traffic parameters and network
Traffic Control and Congestion Control mechanisms. This section defines arestricted initial set of
Traffic Control and Congestion Control capabilitiesaiming at simple mechanisms and redlistic
network efficiency.

It may subsequently be appropriate to consider additional sets of such capabilities, for which
additional Traffic Control mechanisms will be used to achieve increased network efficiency.

The objectives of ATM layer Traffic Control and Congestion Control for aBISDN are as follows:

* ATM layer Traffic Control and Congestion Control should support aset of ATM layer
Quality Of Service (QOS) classes sufficient for all foreseeable BISDN services; and the
specification of these QOS classes should be consistent with the 1993 release of the ATM

Forum UNI Specification[19].

» ATM layer Traffic Control and Congestion Control should not rely on AAL protocols
which are BISDN service specific, nor on higher layer protocols which are application
specific. Protocol layers above the ATM layer may make use of information which may be
provided by the ATM layer to improve the utility those protocols can derive from the
network.
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* Thedesign of an optimum set of ATM layer Traffic Controls and Congestion Controls
should minimize network and end-system complexity while maximizing network
utilization.

To meet the above objectives, the following functions form a framework for managing and
controlling traffic and congestion in ATM networks and may be used in appropriate combinations.

* Network Resource Management (NRM): Provisions may be used to allocate network
resources in order to separate traffic flows according to service characteristics.

*  Connection Admission Control (CAC): Defined as the set of actions taken by all involved
carriersin order to determine whether arequest to establish anew ATM connection will be
accepted or rejected (or whether arequest for re-allocation of an ATM connection's capacity
can be accommodated). Routing is part of CAC actions.

* Feedback Controls: Defined as the set of actions taken by the network and by the usersto
regulate the traffic submitted on ATM connections according to the state of Network
Elements.

* Network Parameter Control (NPC): Defined as the set of actions taken by a carrier to
monitor and control traffic, in terms of traffic offered and vaidity of the ATM connection,
at aB-ICl. Itsmain purpose isto protect network resources and the QOS of other already
established ATM connections during occurrences of network equipment malfunction or
misoperation by detecting violations of negotiated parameters and taking appropriate
actions.

* Priority Control: The end user may generate different priority cell streamsonan ATM
connection by using the Cell Loss Priority (CLP) bit. A Network Element may selectively
discard cellswith low priority if necessary to protect as far as possible the network
performance experienced by cells with high priority.

» Other control functions are for further study.
All of these functions can make use of information that passes across the B-ICl. As ageneral
requirement, it is desirable that a high level of consistency be achieved between the above Traffic
Control and Congestion Control functions.
For this Version of the B-ICI Specification, those ATM layer Traffic Control and Congestion
Control functions for a B-I1ClI that are common to all services will use the following simplifying
assumptions:

» Other than supporting the exchange of information across a B-1Cl, no feedback control
actions areto be required of Network Elements.

» Bilatera agreement on availability may be needed, but is not quantified here.

*  Whenitis present, Network Parameter Control isonly required to enforce peak cell rate on
aVPC.

» No Traffic Shaping function for traffic going into a B-ICI link isrequired of Network
Elements.
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The following sections address common B-ICl aspects of network performance, the traffic
contract, and the traffic management functions.

5.1 Network Performance Consider ations

The ATM layer performance parameters defined in the 1993 release of the ATM Forum UNI

Specificati on[29] are adopted without modification for use in those B-ICI network performance
considerations that are common to all services.

Further network performance considerations addressed in this Specification are the definition of
reference traffic loads for use when measuring the performance of a B-ICI link, and the
establishment of network performance alocation principles based on appropriate reference
configurations.

5.1.1 Reference Traffic Loads

Measurement of certain traffic-sensitive network performance parameters to verify agreement with
specified values of those parameters has meaning in the presence of a known or reference traffic
load. In particular, it is necessary to identify the traffic loads under which a specific B-ICl link is
to operate when complying with the ATM layer performance objectives that can be allocated to this
link.

These reference traffic loads can be characterized in terms of the utilization factor for the relevant
type of physical link that is carrying the VPC or VCC whose performance is being specified. Table
5.1 provides three types of reference traffic loads. Reference Traffic Load Type 1 isintended to
represent CBR traffic, and Reference Traffic Loads Type 2 and Type 3 are intended to provide
initial representations of VBR traffic.

Three types of physical link are considered here. These are a DS3 using the PLCP cell mapping
defined for BISDN, a SONET STS-3c, and a SONET STS-12c.

» Reference Traffic Load Type 1 is generated as follows. Apply the number of active traffic
sources shown in Table 5.1, each of which provides DSL1 circuit emulation, to each link
under test. Each such traffic source shall produce cells at the rate of 4,106 cells/second.
Theinitial phasing of these sources with respect to each other shall be random, and shall
have a uniform distribution over a 244 micro-second interval.

1.544 Mbit/s = 4106
47 ~ 8 bits/cell

This source traffic rate is compatible with a Type 1 AAL since
cells/second.

Theinterva for theinitial phasing distribution is determined as the time between two

. L 1 .
adjacent cells from the same source, whichis 7106 cell5second = 244 micro-seconds.

» Reference Traffic Load Type 2 is generated asfollows. Each cell time dot on alink under
test shall contain acell with probability equal to the specified link utilization factor, and
shall not contain a cell with probability equal to one minus the specified link utilization
factor. The probability of one cell time dot containing acell shall be independent of
whether or not other cell dot times contain cells.

Thistype of traffic load is often referred to as a Bernoulli traffic load.
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Table5.1 Reference Traffic Loads for PVC Performance Specification
[ Reference Link's Number of Active Traffic Link
Traffic Capacity Sourcesto Provide Link Utilization
Load Type Utilization Factor Factor
1 DS3PLCP 20 0.86
1 STS-3c 73 0.85
1 STS12c 292 0.85
2 DS3PLCP Not Applicable 0.85
2 STS-3c Not Applicable 0.85
2 STS-12c Not Applicable 0.85
3 DS3PLCP 66 0.70
3 STS-3c 242 0.70
3 STS12c 969 0.70
Note:

1. Reference Traffic Load Type 1 isbased on DS1 circuit emulation.
2. Reference Traffic Load Type 2 is based on Bernoulli traffic.

3. Reference Traffic Load Type 3 is based on methodology given inl19], and the model
shown in Figure 5.1.

* Reference Traffic Load Type 3 is generated as follows. Apply a number of traffic sources
shown in Table 5.1, each of which provides emulation of aVBR source with Peak Cell

Rate (PCR) at the DS rate and a Sustainable Cell Rate (SCR) of 384 kbit/swith a
Maximum Burst Size (MBS) corresponding to 25 cells.

More details on this type of traffic source are provided in[19]. Figure 5.1 shows a model
for thistype of traffic source.

MBS
B

Seie M
| |

T

HHY o

Figure 5.1 Traffic Source Model Used to Provide Reference Traffic Load Type 3
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ts=burst tolerance; éx 0= greatest integer less than or equal to Xx.

(R) 5-1 The mixture of Type 1, Type 2 and Type 3 or other Reference Traffic

L oads, and associated parameters applicable to a particular B-1CI link shall
be established by bilateral agreement between the carriers for determining
compliance with ATM layer performance objectives.

5.1.2 Allocation Principles for Network Performance

The 1993 release of the ATM Forum UNI Specification[19] defines ATM network performance
parameters and their relationships with fundamental references such as ITU/CCITT's
Recommendation 1.356. The five primary ATM network performance parameters so defined are
listed in Table 5.2. This section considers the principles to be used when allocating to individual
network portions the objective maximum amounts of the network impairments characterized by
these network performance parameters. These principles indicate the manner in which the
performance impairment characterized by each such parameter builds up through a representative
chain of Network Elements.

Table 5.2  Buildup of Performance Impairments for Traffic-Sensitive ATM
Networ k Performance Parameters
ATM Network | Reference | Build-up of Impairment Build-up of
Performance | Traffic Load on ATM Switches Impairment on
Parameters Required BISDN Links
Cdl Transter No, to first Fixed delay per ATM Proportional to link
Dday order switch; additive between | length; additive between
ATM switches links
Cdl Dday Yes Generally convolution-based Independent of link
Variaion build-up between ATM length, consider with
switches ATM switch
Cdll Error Ratio No Fixed (small) per ATM Proportiona to link
switch; negligible w.r.t. length
links
Cdl Loss Ratio Yes Additive between ATM No impact
switches
Cdl Misinsertion No For further study No impact
Rate

A representative chain of Network Elements that is established to support the allocation of network
performance objectivesis called a "reference configuration”. Such areference configuration must
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identify the number and type of performance-affecting Network Elements in each of the various
network portions involved with a performance allocation, as well as the relationships among these
network portions. Each network portion in a reference configuration is demarcated by two
jurisdictional boundaries which can be either a Tg reference point on a UNI link or a Portion
Boundary (PB) on aB-ICI link.

A reference configuration is intended to provide this information for a particular class of network
or carrier-to-carrier configurations. For example, one class of network configurations is two
carrier networks jointly providing an end-to-end connection. Figure 5.2 shows an example of a
reference configuration.

UNI B-ICI UNI
ATM ATM ATM \ | / ATM ATM ATM
Switch [ Switch [] Switch | \ Switch [ Switch [] Switch
B \/ PB B
Carrier A Allocation Carrier B Allocation
-t . - -
Maximum Distance Maximum Distance
- -
End-to-End Network Performance Objectives
- -

Figure 5.2 An Example of a Reference Configuration and its Role in Network
Performance Allocation

For each of the primary ATM network performance parameters, Table 5.2 identifies whether or not
a reference traffic load is relevant to its measurement, the manner in which the associated
performance impairment builds up through ATM switches, and the manner in which the associated
performance impairment builds up through BISDN transmission links. Reference traffic loads are
relevant for characterizing values of Cell Delay Variation (CDV) and Cell Loss Ratio. The
following considerations apply to characterizing the build-up of CDV.

In principle, the build-up of CDV through a chain of ATM switches could be precisely determined
by a detailed consideration of the correlations between all of the traffic streams passing through
each of the ATM switches, together with the impacts of cell spacing (traffic shaping) functions that
may optionally be present. As a practical matter, however, three simplifying assumptions can be
used:

1. First, assuming independence of cell spacing between each of the traffic streams and the
absence of acell spacing function allows the distribution of the CDV that isbuilt up ona
VCC or VPC through several ATM switches to be estimated as a convolution of the CDV
distributions that each of the ATM switches would add to a"pure" (zero CDV) input
stream.
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2. Second, thereisaway to roughly estimate an extreme value, such asa 10X quantile, of the
convolved CDV that is built up through a chain of ATM switches that starts at a"pure”
stream on an input to the first ATM switch. This quantity is roughly approximated by

multiplying the extreme value (say the 10X quantile) of the CDV that any one ATM switch
typically addsto a"pure" input stream by the square root of the number ATM switchesin
that chain.

3. Third, the extreme value of CDV onaVCC or VPC at apoint where it has just exited from
acell spacing function is some value to be specified by the carrier which operates that
function.

Availability, which is a derived network performance parameter expressible in terms of the primary
parameters, may be considered in future releases of this document.

5.2 Traffic Contract

The 1993 release of the ATM Forum UNI Specification[19] defines the user-network traffic
contract for an ATM connection at a UNI aswell as definitions for traffic parameters, a Connection
Traffic Descriptor and a Generic Cell Rate Algorithm (GCRA). The UNI Specification's GCRA is
adopted without modification for use in B-ICl traffic contract considerations. With the
modifications noted herein, these traffic parameter and Connection Traffic Descriptor definitions
also appliesto aB-ICl.

A carrier-to-carrier traffic contract specifies the negotiated characteristics for each direction of
transmission over an ATM connection, i.e., aVPC or aVCC, at aB-ICl. In genera, these
characteristics may be different for each direction of transmission, asillustrated in Figure 5.3.

B-ICI
_ VPCor vCC| onB-ICl _
Carrier A | Carrier B
B to A Direction: A to B Direction:
Connection Traffic Descriptor Connection Traffic Descriptor
Requested QOS Class Requested QOS Class
Definition of Compliant ATM Connection Definition of Compliant ATM Connection
Figure 5.3 Direction-Dependent Aspects of a Carrier-to-Carrier Traffic Contract
for a B-IClI
(R) 5-2 For each direction of transmission over aB-ICl, the carrier-to-carrier traffic

contract shall consist of the Connection Traffic Descriptor, the requested
QOS class, and the definition of acompliant ATM connection.

The QOS class defined in[19] applies without modification at a B-ICl. The definitions of the
Connection Traffic Descriptor and a Compliant ATM Connection are modified for a B-ICl as
described below.
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5.2.1 Connection Traffic Descriptor

Separate consideration is provided here for the Connection Traffic Descriptors used for aVCC and
foraVPC at aB-ICl.

For aVCC at aB-ICl, connecting carriers may agree to apply either the simplified Connection
Traffic Descriptor defined below for aVPC, or else adapt a more complete Connection Traffic

D&ecriptor[19]- Adaptation to a B-1Cl of the Connection Traffic Descriptor from the 1993 ATM
Forum UNI Specification would include consideration of a possibly increased CDV Tolerance at a
B-ICI.

For aVPC at a B-ICl, some simplification is made to the Connection Traffic Descriptor.

The Connection Traffic Descriptor for acell stream on aVPC at aB-ICl consists of all parameters
and the Conformance Definition used to unambiguously specify the conforming cells of the VPC.
These are:

» Source Traffic Descriptor including only the Peak Cell Rate (additional parameters such as
Sustainable Cell Rate and Burst Tolerance are optional).

e CDV Tolerance.

» Conformance Definition based on one application of the Generic Cell Rate Algorithm
(GCRA).

The Cell Loss Priority (CLP) bit may be used to delineate two priority levelsfor cellswithin a
VPC/VCC. If this CLP bit usage is supported for a particular VPC, then two applications of the
Conformance Definition based on the GCRA would apply — one for the peak cell rate of the CLP
= 0+1 cell stream, and second for the peak cell rate of the CLP = 0 cell stream. (The notation CLP
= 0+1 means that the CLP bit may take the value of either O or 1).

The definition of CDV tolerance provided in[29] will also apply at aB-ICl, though its value at a B-
ICl may differ fromitsvalue at a UNI.

5.2.2 Compliant ATM Connection

The Conformance Definition based on the GCRAI9 is used to unambiguously specify the
conforming cellsof aVPC at aB-ICl.

The Conformance Definition should not be interpreted as the NPC algorithm. Although traffic
conformance at the B-ICl is defined by the Conformance Definition based on the GCRA, each
network provider may use any NPC as long as the operation of the NPC does not violate the QOS
objectives of acompliant connection.

(R) 5-3 The definition of acompliant ATM connection at a B-1Cl shall be
established by agreement between the connecting carriers.
For example, such an agreement may allow up to a certain percentage of the User Information cells
on aparticular VPC to violate the Conformance Definition based on the GCRA. Also, the carrier
on each side of a B-1Cl may wish to apply the GCRA-based Conformance Definition, and both
carriers may wish to agree that a particular VPC is compliant only if both applications of the
Conformance Definition (i.e., on each side of the B-ICl) indicate it to be compliant.
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(R) 5-4 For compliant ATM connections, the network performance objectives
(established by agreement between the connecting carriers) alocated to each
network portion, demarcated by the B-1Cl, shall be supported.

5.3 Traffic Management Functions

The traffic management functions that are common to all services at a B-ICl were introduced

earlier. The 1993 release of the ATM Forum UNI Specificati onl19] provides information on these
functions as they apply to a UNI. Traffic management functions at a B-1CI can be provided with
some significant simplifications at a B-1Cl. The objective isto be consistent with the 1993 ATM
Forum UNI traffic management functions and principles which are used where applicable. An
attempt is made to use the least complex functionality for achieving a satisfactory network
performance across a B-1Cl and reasonable levels of B-ICl link utilization.

The B-ICI link provides the physical transport of cells between two ATM networks. The B-1Cl
link is the Transmission Path which is terminated on the ATM Network Element (NE) or Inter-
Working Function (IWF) on either side of the B-ICI. It enables the connection related functions on
the contained VPCs and VCCs."

5.3.1 Connection Admission Control

Connection Admission Control (CAC) is defined as the set of actions taken by all involved carriers
in order to determine whether arequest to establish anew ATM connection will be accepted or
regjected (or whether a request for re-alocation of an ATM connection's capacity can be
accommodated). This issue of the B-ICl Specification considers only PV C capabilities, for which
new ATM connections are established on an administrative basis together with appropriate OAM

procedures.

A new ATM connection is to be established on a B-ICI link only when sufficient resources are
availableto: (1) support that connection through all involved network portions at its required QOS,
and (2) maintain the agreed QOS of existing ATM connections. It is possible that a requested new
ATM connection can be so supported on a particular B-ICI link but not on other Network
Elements within a given network portion, and in such a circumstance this requested new ATM
connection cannot be established on that particular B-ICI link. Routing considerations help to
identify when all Network Elements intended to support a requested new connection are capable of
doing so.

(R) 5-5 A carrier requesting that anew ATM connection be established across a B-
ICl shall provide at least the following information:

« Source Traffic Descriptor[19] including only the Pesk Cell Rate;

« Required QOS clasd 19];

« CDV Tolerancel19] at the B-ICl, as adjusted for build-up through the
Network Elements between the originating UNI(s) and the B-ICl;

« Conformance Definition[19].

(R) 5-6 The CAC function of the carrier receiving arequest that anew ATM
connection be established across a B-ICl shall determine:

* Traffic parameters needed by this carrier's NPC function;

* Routing and allocation of network resources within this carrier's network.
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» Whether or not thisnew ATM connection will be accepted by this
carrier's network at its required QOS class.

The following steps will alow a"least common denominator” approach for resource alocation on
aB-IClI link. It focuses on the aggregated cell stream in each direction of an ATM connection.

1. In order to ensure network performance and to protect the network, both the CLP = 0+1
and the CLP = 0 cell streamsin each direction of transmission over an ATM connection
can be allocated resources on a B-ICl link whenever usage of the CLP bit is supported on
that B-ICI.

2. When the carriers on either side of a B-IClI support different modes of CLP bit usage
(e.g., tagging NPC versus non-tagging NPC), it is necessary to allocate resources to the
CLP=0+1, or aggregated, cell stream in each direction of transmission over an ATM
connection on aB-ICI link.

3. Asdetermined by the bilateral agreement, allocation of resourcesto only the CLP = 0+1
flow may be performed even when the carriers on either side of a B-1CI support the same
modes of CLP usage.

Information such as the measured B-ICI link load may be used when performing this CAC
function, and this information may allow a carrier to achieve increased utilization of network
equipment while still meeting network performance objectives.

Each carrier may select its own CAC function. A new ATM connection would be established only
if CAC functions of all carriers being requested to participate in its support determine to accept it.

Routing considerations are beyond the scope of the current release of this document. Here, only a
portion of the overall CAC process pertaining to the support of PVC ATM connectionson a
particular B-I1Cl link itself is considered.

Use of Virtual Path Connections

VPCs are an important component of Network Resource Managementl19] [20] which is applicable
to B-ICI links. A Virtual Path Connection (VPC) is aconcatenation of Virtual Path Links (VPLS),
and aVirtual Channel Connection (VCC) is a concatenation of Virtual Channel Links (VCLS).
VPLsor VCLs can be used on aB-ICI link to:

» Simplify that portion of the CAC function pertaining to the B-ICl link. It should be noted
that ATM NESs (or IWF) on either side of the B-ICl may use different CAC agorithms.
Conseguently, for any given VPL, amutual agreement will be necessary for consistent
bandwidth allocation to any given connection.

» Aggregate VCCs carrying like services so that the optional NPC function can be applied to
an aggregated traffic flow. It should be noted that this can only be done for VPCs that do

not terminate at the B-1Cl. For VPCsterminating at the B-ICl, individual VCCs need to be
enforced by the NPC function, if supported.

* Implement aform of priority control by segregating traffic types requiring different QOS;

» Efficiently distribute messages for the operation of traffic control schemes (for exampleto
indicate congestion in a network portion by distributing asingle OAM or Resource
Management message for all VCCswithin aVPC).
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By reserving capacity on a VPC over aB-ICI link for like types of services, the CAC processing
needed to establish individual VCCsisreduced. For this purpose, aVCC's service type could be
determined from the source traffic descriptors and QOS class provided during the CAC process.
The CAC decision as to whether a newly requested VCC can be supported on thislink is thereby
reduced to asimple, threshold-oriented decision.

An example of thisuse of VPCsfor the CAC functionisillustrated in Figure 5.4. It isapplied to a
specific B-ICl link in two stages. Inthefirst or engineering stage, capacity is alocated to a VPC
for like service types (e.g., smilar source traffic descriptors and same QOS class), and the
maximum number of simultaneoudy active VCCs (or threshold) permitted on each VPC is
determined. This engineering stage would incorporate where appropriate a priori and/or
measurement-based estimates of the statistical multiplexing efficiencies achievable with particular
service types. In the second or admission stage, anew VCC is accepted only if thereisroom in the
VPC corresponding to its service type, i.e., until the threshold determined in the engineering stage
IS met.

Strategies for the reservation of capacity on VPCs will be determined by the tradeoff between

increased capacity costs and reduced control costs. These strategies are left to each carrier's
decision.

VCC
VPC 2
B-ICI Link
VPC3

VPC4

N

Figure 5.4 An Example of a VPC-based CAC for B-ICI Links

5.3.2 Network Parameter Control

The Network Parameter Control (NPC) function is defined as the set of actions taken by a carrier
to monitor and control traffic, in terms of traffic offered and validity of the ATM connection, at a
B-ICl. Itsmain purposeisto protect network resources and the QOS of other already established
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ATM connections during occurrences of network equipment malfunction or misoperation by
detecting violations of negotiated parameters and taking appropriate actions. Each carrier
determines whether or not to implement the NPC function on the ingress direction to its network
portion.

Each carrier may use any implementation of the NPC function so long as it does not violate the
QOS objectives of avalid and compliant ATM connection. The traffic parameters that are subject to
an NPC are those which are included in the source traffic descriptor. The information on an ATM
connection's source traffic descriptors and Conformance Definition[19] that is provided during the
CAC process can in principle support the NPC enforcement of a number of traffic parameters.

To asignificant extent, the purpose of the NPC function can be achieved with a reduced set of
traffic enforcement functions that only enforce peak cell rate on the VPCs of aB-ICI link.

(R) 5-7 When the NPC function is present, it shall provide at least the following
actions:
* Verification of the vaidity of each VI (i.e., whether the VPI value
is associated with active VCCs);
» Enforcement of the peak cell rate for each VPC.

When a VPC contains an aggregation of VCCs carrying like types of services as described in the
previous section, the above (R) facilitates a ssmplified implementation of the NPC function.

At the cell level, actions of the NPC function may include:
» Cdl passing— mandatory for conforming cells;
» Cdl re-scheduling (when traffic shaping and network parameter control are combined);

» Cadl tagging (carrier option) — cell tagging operates on CLP = 0 cells only by overwriting
the CLP bit to 1;

» Cdl discarding.
At acarrier's option, two applications of the NPC function may be established for aVPC — one
for the peak cell rate of the CLP = 0+1 cell stream, and second for the peak cell rate of the CLP=0
cell stream.

Since cell sequence integrity must be maintained on any ATM connection, the NPC function,
including its optional tagging action, should meet the following requirement:

(R) 5-8 An NPC function shall maintain cell sequence integrity on every ATM
connection it acts upon.

At the connection level, actions of the NPC function may include:
* Reeasing the ATM connection.

5.3.3 Priority Control

The end user may generate different priority cell streams on an ATM connection by using the Cell
Loss Priority (CLP) bit. A Network Element may selectively discard cells with low priority (CLP
=1) if necessary to protect as far as possible the network performance experienced by cells with

Page 58 ATM Forum Technical Committee



B-1CI Specification, V 2.0, December 1995

high priority (CLP = 0). The relation between values of the CLP bit and QOS classes is
established[19],

If the tagging option is used by a carrier in its NPC function, those CLP = 0 cellsidentified as
nonconforming by this NPC function (when acting on the CLP = 0 cell stream) are converted to

CLP =1 cells, and merged with the CLP = 1 cell stream on that same ATM connecti on[19.

The following is a minimum requirement on the relation between the priority control and NPC
functions.

(R) 5-9 Any cedll, regardless of its CLP bit value, that isidentified as nonconforming
by the NPC function when acting on the aggregate CLP = 0+1 cell stream
of an ATM connection shall be discarded.

5.3.4 Explicit Forward Congestion Indication

The Explicit Forward Congestion Indication (EFCI) is an ATM level congestion notification
mechanism that uses certain code pointsin the Payload Type Identifier (PTI) field of the cell
header. Its purposeis to notify end user equipment that a cell has passed through a congested
network resource, e.g., a congested ATM switch. Such a notification may be optionally used by
end user equipment in establishing feedback controls to reduce the impact of network congestion
on that end user equipment. A carrier should not rely on this mechanism to control network
congestion.

After acell has been transferred across a B-ICl, it is desirable to prevent the clearing of acell's
previously set EFCI value that indicates "congestion experienced”. If such information were
cleared, it would be lost to the end user equipment.

(R) 5-10 A network portion shall not modify the value of the EFCI code points (to
preserve the EFCI integrity) in any User Information cell received across a

B-ICl, except to set such code points to indicate the "congestion

encountered” state when that network portion determines this would be

appropriate.
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6. Common B-ICIl Operations and Maintenance

This section provides B-ICl Operations and Maintenance functions applicable to Carrier-to-Carrier
connections of public ATM-based networks. The operations functions common to all services are
discussed in this section, and service specific operations functions are discussed in later sections.

6.1 Physical Layer Operations

This section provides specifications of operations and maintenance for the Physical Layer, which
includes the Physical Medium Dependent (PM D) sublayer and the Transmission Convergence (TC)
sublayer. DS3, STS-3c, and STS-12c rate B-I1Cls are considered.

6.1.1 Physical Layer Operations for the 44.736 Mbit/s DS3 B-IClI

Operations and maintenance functions and framing formats required for DS3 transmission are

described in ANSI T1.107[21], ANSI T1.107al11], and TR-TSV-000773d12.. For ATM, the
Physical Layer Convergence Procedure (PLCP) path layer operations are a subset of those

specified in the |EEE 802.6 standard [22] and TR-TSV-000773[12] . Specifically, the PLCP path
User Channel (F1), the Control Information bytes (M2 - M1) and the Link Status Signal of the
Path Status byte (G1) are not supported at the B-1Cl. Additional information on the parameters

gpecified in this section can be found in ANSI T1.624[6] .

6.1.1.1 DS3 Layer Operations and Maintenance

(R) 6-1 The DS3 transmission system shall meet the operations and maintenance

requirements specified in ANSI T1.107[21] and ANSI T1.107a[11. This
includes provisions for performance monitoring, failure detection, alarms
and maintenance.

These requirements are also described in ANSI T1.624[6] and TR-TSV-000773[12] .

6.1.1.2 DS3 PLCP Operations and Maintenance

This section specifies Physical Layer Convergence Procedure (PLCP) level operations functions of
PLCP error monitoring, PLCP Far End Block Error (FEBE) encoding, and PLCP Remote Alarm
Indication (RAI)S for the 44.736 Mbit/s B-ICl. These functions are summarized in Table 6.1.

Figure 6.1 illustrates the PLCP path status (G1) byte subfields: a 4-bit FEBE, a 1-bit RAI
(Yellow), and 3 X bits (X bits are ignored).

Table6.1 DS3PLCP Layer Maintenance

5 TheRAIl issometimes also referred to asa " Yellow Alarm”.
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Function Overhead Byte Coding
PLCP Error Monitoring B1 of PLCP BIP-8
PLCP FEBE G1 (bits 1-4) of PLCP B1 Error Count
PLCP RAI (Yéellow) G1 (bit 5) of PLCP Oorl
Far End Block Error | RAI (Yellow) X-X-X
(FEBE)
4 Bits 1 Bit 3 Bits

Figure 6.1 PLCP Path Status (G1) Byte

6.1.1.2.1 DS3 PLCP Performance Monitoring

The Bit Interleaved Parity - 8 (BIP-8) for the PLCP is an 8 bit code in which the n-th bit of the
BIP-8 code calculates the even parity over the n-th bit of each byte covered by the BIP-8. Thus,
the BIP-8 provides for 8 separate even parity calculations.

(R) 6-2 The PLCP performance parameters shall be monitored at the PLCP layer, as

described in ANSI T1.624[6] . Monitored parameters include Coding
Violations (CV), Errored Seconds (ES), Severely Errored Seconds (SES),
Severely Errored Framing Seconds (SEFS), and Unavailable Seconds
(UAS).

A CV occurs when a received BIP-8 code (in the B1 byte of the PLCP) is not identical to the
corresponding locally-calculated code. One received B1 byte can contain from 0 to 8 CVs. An ES
isasecond with at least one CV. An SESis any second with 5 or more CVs. An SEFSis acount
of one-second intervals in which one or more PLCP Out of Frame (OOF) events occur (PLCP
OOFs are discussed below). A UASis asecond in which service becomes unavailable at the
declaration of atransmission failure condition.

(R) 6-3 The operations of the PLCP Far End Block Error (FEBE) shall conform to
ANSI T1.624[6]. The FEBE field shall provide a count of 0to 8 BIP-8

errors received in the previous PLCP frame, i.e., G1(FEBE) = 0000

through G1(FEBE) = 1000. Any other value of G1 would be caused by

other errors and shall be interpreted as O errors.
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6.1.1.2.2 DS3PLCP Lossof Frame (LOF)

The PLCP LOF state is defined in the |EEE 802.6 standard(22] as the persistence of a PLCP Out of
Frame (OOF) for 1 milli-second. The PLCP OOF is declared when an error in both the A1 and A2

PL CP framing bytes occurs, or two consecutive invalid (i.e., non-sequentia)® Path Overhead
Identified (POI) bytes occur.

(R) 6-4 The PLCP LOF state shall be declared when a PLCP OOF, as defined in
|EEE 802.6[22), persists for 1 milli-second.

Thisisalso specified in TR-TSV-000773[12] .
6.1.1.2.3 DS3 PLCP Path RAI (Yellow)

The RAI (Yellow) shall follow the procedures specified in Section 6.2.2 of ANSI T1.624[6] |
which are summarized below.

(R) 6-5 The RAI (Yelow) field shall aert the transmitting PL CP that a received
failure indication has been declared aong the path.

(R) 6-6 When an incoming failure condition is detected that persists for a"soaking
period" (typically 2 - 10 seconds), an RAI (Y ellow) shall be sent to the

upstream end by setting G1(RAI)=1. The RAI (Y elow) shall be detected

(by the upstream end) when G1(RAI)=1 for 10 consecutive PLCP frames.

Theindication is cleared at the downstream end by setting G1(RAI)=0 when
the incoming failure has ceased for 15 + 5 seconds. At the upstream end,
removal of the RAI (Yellow) signal isrecognized by detecting G1(RAI)=0
for 10 consecutive PLCP frames.

Note: A PLCP path level Far End Receive Failure (FERF) is not supported at present. The
specification of a PLCP Path RDI (Remote Defect Indicator) in addition to or in replacement of
PLCP Path RAI isfor further study.

6.1.2 Physical Layer Operations for the 155.520 M bit/s STS-3c B-IClI

Maintenance signals that traverse the SONET B-ICl terminate at three layers: the SONET Section,
Line and Path layers. Capabilities associated with the three layers include performance monitoring,
alarm surveillance and facility testing. These capabilities are made possible by the Section
Overhead (SOH), Line Overhead (LOH), and Path Overhead (POH) fields of the SONET framing
structure.

T1E1.2/93-020R1[23] specifies the operation of transmission performance monitoring, failure

states, and fault management signals. TR-NWT-001112[24] and TR-NWT-0002535] also address
these issues.

6 For example, the POI sequence of 11, 10, 9, 4, 7 would not cause a PLCP OOF, while the sequence 11, 10, 9,
4, 5would.
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6.1.2.1 Transmission Performance Monitoring

Transmission performance monitoring is accomplished using a combination of the B1, B2, and B3
bytes. These bytes are encoded into the transmitted signal as specified in T1E1.2/93-020R1[23],
Thefollowing (R) may or may not apply depending on the B-1CI configurations (B-ICI, B-ICI',
B-ICI") summarized in Table 3.1.

(R) 6-7 Section BIP-8 shall be calculated over all bits of the previous STS-Nc frame
after scrambling by the frame synchronous scrambler. The computed BIP-8
shall be placed in the first B1 byte location of the subsequent STS frame

before scrambling.

(R) 6-8 Line BIP-8N shall be calculated over al bits of the LOH and STS Envelope
capacity of the previous STS frame before scrambling by the frame

synchronous scrambler. The computed BIP-8N shall be placed in each B2

byte of the STS frame before scrambling.

(R) 6-9 Path BIP-8 shall be calculated over al bits (N~ 783 bytes for STS-Nc,
regardless of pointer justification) of the previous STS SPE before

scrambling by the SONET frame synchronous scrambler, and placed in the

B3 byte of the current STS SPE before scrambling.

The parity errors detected by the line BIP-8N are accumulated into asingle error count for the STS-
N (or STS-Nc) Line.

At the termination point, the B1, B2, and B3 bytes of the incoming signal are monitored for errors.

(R) 6-10 Monitoring of the incoming signal shall be accomplished by calculating the
values of the Section BIP-8, the Line BIP-8N, and Path BIP-8 and
comparing them to the incoming B1, B2, and B3 bytes.

(R) 6-11 SONET path performance parameters shall be monitored as described in

ANSI T1.624[6]. Monitored parametersinclude STS Path Coding
Violations (CVs), STS Path Errored Seconds (ESs), STS Path Severely
Errored Seconds (SESs), and STS Path Unavailable Seconds (UAS).

(R) 6-12 A count of the differencein the calculated Path BIP-8 and the received B3
byte shall be placed in bits 1 through 4 of the G1 byte.

Errors are reported to the layer management entity.

6.1.2.2 Failure States

ATM equipment on both sides of the SONET B-ICI detect failure states relevant to the layer of
functionality the equipment provides (i.e., SONET Section, Line and Path Layers). The following
failure states can be declared within the functional equipment on the receiving side of the interface.

The following requirements are based on Section 13 of T1E1.2/93-020R1[23] .
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6.1.2.2.1 Lossof Signal (LOS)

(R) 6-13 The network equipment supporting a B-1Cl shall enter an LOS state on the
incoming signal within 100 micro-seconds of the onset of an all-zeros

pattern lasting 2.3 micro-seconds or longer. An "al-zeros pattern”

corresponds to no light pulses for OC-N optical interfaces and no voltage

transitions for STS-N electrical interfaces’.

(R) 6-14 The network equipment supporting a B-ICl shall exit the LOS state when
two consecutive valid frame alignment patterns have been detected and,

during the intervening time, no "all-zeros pattern” considered as LOS was

detected in the incoming signal.

6.1.2.2.2 Lossof Frame (LOF)

(R) 6-15 The network equipment supporting a B-1Cl shall enter an LOF state when
an Out-of-Frame (OOF) on the incoming signa persists for 3 milli-seconds.
An OOF is declared when four or more consecutive errored framing patterns
have been received.

(R) 6-16 The network equipment supporting a B-ICl shall exit the LOF state within 3
milli-seconds of a continuous in-frame signal in the incoming signal.

6.1.2.2.3 Loss of Pointer (LOP)

(R) 6-17 The network equipment supporting a B-1CI shall enter an LOP state when a
valid STS pointer cannot be obtained using the pointer interpretation rules

described in ANSI T1.1054]. The network equipment supporting a B-ICl

also entersan LOP state if avalid pointer isnot foundin 8, 9, or 10

consecutive frames, or if 8, 9, or 10 consecutive New Data Flags (NDFs)

are detected.

Bits 1 through 4 of the pointer word (comprised of H1 and H2 bytes) carry the NDF. More
information on the NDF can be found in TR-NWT-000253[5].

(R) 6-18 The network equipment supporting a B-ICl shall exit the LOP state when a
valid STS pointer with normal NDF, or a concatenation indicator, is
detected in three consecutive frames in the incoming signal.

6.1.2.2.4 Lossof Cell (LOC) Delineation

The network equipment supporting a B-1CI may enter the LOC state when the HEC coding ruleis
determined to be incorrect seven consecutive times for the incoming signal (i.e., Alpha=7). A
precise definition of LOC state is under study in standards.

7 T1M1.3is proposing a slight change to the LOS definition, but this change will not be approved until later.
The current proposed definition [T1M1.3/92-005 (R3), October 1992, Layer 1 Performance Monitoring] is, "An
LOS defect is the occurrence of no transitions on the incoming signal (before descrambling) for time T, where
2.3 < T < 100 micro-seconds."
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The network equipment supporting a B-ICI may exit the LOC state when the HEC coding rule has
been confirmed seven consecutive times for the incoming signal (i.e. Delta= 6, Hunt = 1, Delta +
Hunt = 7).

See Section 3.5 of this document for further information concerning HEC, Alpha, Delta, and
Hunt. LOC is also discussed in Section 10 of T1E1.2/93-020R1[23] and Section 4.5 of 1.432[7].

6.1.2.2.5 Path Signal Label Mismatch

(R) 6-19 The network equipment supporting a B-1ClI shall follow the Path Signal
L abel Mismatch states defined in TR-NWT-000253[5].

6.1.2.3 Fault Management Signals

The following Fault Management signals are generated and transmitted/received across the interface
to report failure states that persist for a defined period of time. These signals are consistent with

those defined in ANSI T1.624[6] and TR-NWT-0002535].

(R) 6-20 The network equipment on either side of a B-ICl shall meet the
reguirements associated with generation, detection, activation, and
deactivation of Line AIS, Path AlS, Line RDI, and Path FEBE as specified

in TR-NWT-0002535I.
Note: Line RDI iscaled Line FERF in TR-NWT-000253.
« Path RDI:

Path RDI aerts the upstream STS Path Terminating Equipment (PTE) that a downstream
failure has been detected along the STS Path.

(R) 6-21 Path RDI shall be generated within 250 micro-seconds by an STS PTE
upon entering LOS, LOF, LOP, or LOC state, or upon detecting Line AIS

or Path AIS, by setting bit 5 in the Path Status byte (G1) to ‘1. This bit

retains this value for the duration of the RDI condition. Transmission of the

RDI signal shall cease within 250 micro-seconds when the STS PTE no

longer detects the above failure states or Line AIS or Path AIS.

e LineFEBE:

The Line FEBE signal is used to convey the count of the interleaved bit blocks that have
been detected to bein error by the Line BIP-8N (B2) bytes. The count has (8N+1) legal
values, namely, 0 to 8N errors. The remaining possible values (255 - 8N), represented by
the 8 bits of Z2 shall be interpreted as zero errors. N equals 3 for the STS-3c based
155.520 Mbit/s B-ICI.

The following Line FEBE specification was adopted in SONET standards (ANSI T1X1.5).

(R) 6-22 A count of the differencesin the calculated BIP-8N and the received B2
bytes shall be placed in the 3rd Z2 byte of the STS-3c frame.
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6.1.2.4 State Tables for Precedence of Fault Management Signals

To specify the transitions in case of multiple fault conditions, it is necessary to identify the priority
of the various fault conditions. Equipment at each side of the B-1CI informs the other of fault
conditionsin a manner that can be depicted in detail by state tables. Two state tables are defined,
one at each side of the B-ICl. Information on these fault conditions are exchanged between the two
sidesin the form of the fault management signals specified earlier.

(R) 6-23 Equipment at each side of the B-1CI shall transition to failure states on the
basis of bilateral agreements.

Transitions are specified by the state tables of 1.432[7], T1E1.2/93-020R1[23], and TR-NWT-
001112[24],

6.1.3 Physical Layer Operations for the 622.080 Mbit/s STS-12c B-IClI

(R) 6-24 The operations and maintenance functionality defined for the STS-3c
(155.520 Mbit/s) B-ICI shall also apply to the STS-12c¢ (622.080 Mbit/s)
B-ICI.

6.1.4 Physical Layer Operations for the 155.520 Mbit/s (SDH) STM-1 B-I1Cl

(R) 6-25 The operations and maintenance functionality for the 155.520 Mbit/s (SDH)
STM-1 B-IClI shall be based on ETSI TM-01015[62],

6.2 ATM Layer Operations

This section focuses on the use of OAM cells, identifiesthe ATM Layer Management functions and
procedures at the B-1Cl. Management functions at the B-ICI require some level of cooperation
between network equipment of the two carriers. The ATM Layer Management functions supported
at the B-ICI are grouped into the categories of Fault Management and Performance Management
(see Figure 6.2). All functions use OAM cells. Performance management cells could play alarger
rolein the B-1Cl as compared to the UNI.

» Fault Management includes Alarm Surveillance and Connectivity Verification functions.
OAM cellsare used for exchanging related operations information.

» Performance Management is activated only for selected connections. When active,
Performance Management includes the counting of lost or misinserted cells, and the
monitoring of bit errorsin the payloads of the connection's cells. Cell delay may also be
measured, which can be used to estimate the cell delay variation experienced on a
connection.

Support of continuity check fault management function and configuration management function
(e.0., VP/IVC status) are for further study.

In this Version of the document, ATM layer OAM functions apply for point-to-point connections.
ATM layer OAM functions for multipoint connections will be provided in future Versions of this
document.

ATM Forum Technical Committee Page 67



af-bici-0013.003 B-1CI Specification, V 2.0, December 1995

Fault Management
- Alarm surveillance (VP, VC optional)
- Connectivity verification (VP, VC)

Performance Management (selected VPs, VCs)
- Lost/misinserted cell counts

- Cell delay variation

- Bit error monitoring

Figure 6.2 ATM Layer Management Functions at the B-ICI
6.2.1 ATM Layer Management Information Flows

Figure 6.3 shows the OAM flows defined for the exchange of operations information between
nodes. At the ATM layer, the F4-F5 flows will be carried via OAM cells8. The F4 flow is used for
segment? or end-to-end (VP termination) management at the VP level using VCI values 3 and 4.
The F5 flow is used for segment19 or end-to-end (V C termination) management at the VC level
using Payload Type Indicator (PT1) code points 4 and 5. A detailed explanation of the OAM cell
flow mechanism is given in CCITT Recommendation 1.610[25] and T1S1.5/94-004[26],

B-ICI
Carrier A's | Carrier B's
- ATM I ATM
Switch Switch
F4 or F5 (Segment)
-

F4 or F5 (End-to-End)
-

Figure 6.3 ATM Layer OAM Flows at the B-ICl

Virtual Paths and Virtual Channels are always visible at the B-1Cl, so the F4 and F5 flows are
aways supported.

8  The F1-F5 flows are defined in CCITT Recommendation 1.610. F1-F3 are defined for the physical layer, and F4
and F5 are defined for the ATM Layer.

9 For the B-ICI specification, this always includes the case where the segment is the link between the nodes on
either side of the B-ICI.

10 For the B-ICI specification, this always includes the case where the segment is the link between the nodes on
either side of the B-ICI.
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(R) 6-26 Network equipment at a B-ICI shall support the F4 and F5 Management
flows as defined in CCITT Recommendation 1.610[25] and T1S1.5/94-
004[26] for the OAM functions defined in Section 6.2.3.

More detail on OAM flows may be found in Section 4 of CCITT Recommendation I.610[25],
Section 3 of T1S1.5/94-004[26]. and Section 4 of TA-NWT-001248[27].

6.2.2 ATM OAM Cell Formats

The Virtual Path (VP) operations information is carried viathe F4 flow OAM cells. These cells
have the same VPl value as the user-data cells but are identified by pre-assigned VCI values. Two
unique VCI values are used for every VPC as shown in Figure 6.4. The VCI value = 3isused to
identify a connection between ATM layer management entities (LMES) on both sides of the B-ICI
(e.g., single link segment), and VCI value = 4 is used to identify a connection between end-to-end
ATM LMEs.

F4 Flow
ATM Cell Header ATM Cell Payload
- | -
VPl Vel - T OAM [Function Function- |Reserved | EDC
Cell [Type Spemflc (000000) **
Type Fields
/12 2x8\ 3 1 8 4 a 45x8 6 10 bits
Same as VCI = 3 (Segment)
user's cells VCI = 4 (End-to-End)
F5 Flow
ATM Cell Header ATM Cell Payload
- | |
VPl Vel BT T OAM  |Function Function- |Reserved | EDC
Cell |Type Spemﬁc (000000) **
Type Fields
/12 2x8 | 3 1 8 4 4 45x8 6 10 bits
10 9 5 4
Same a PTI = '100' (Segment) FG(X) =X+ X+EX+HX+HX+ L
user's cells PTlI = '101" (End-to-End)

Figure 6.4 Format of the Common Part of the OAM Cell
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The Virtual Channel (VC) operationsinformation is carried viathe F5 flow OAM cells. These cells
have the same VPI/V Cl values as the user-data cells but are identified by pre-assigned code points
of the PTI field. Two unique PTI values are used for every VCC as shown in Figure 6.4. The PTI
value ="'100' (i.e., 4) isused to identify the connection between ATM LMEs on both sides of the
B-ICl (e.g., single link segment) while the PTI value = '101' (i.e., 5) is used to identify
connections between end-to-end ATM LMEs.

End-to-end OAM cells must be passed unmodified by all intermediate nodes. The contents of these
cells may be monitored by any node in the path. These cells are only to be removed by the end
point of the VPC (F4 flow) or VCC (F5 flow). Segment OAM cells shall be removed at the end of
asegment. The format of the common part of the OAM cell is shown in Figure 6.4.

The Error Detection Code (EDC) field of all OAM cells carries a CRC-10 error detection code
computed over the OAM cell Information Field excluding the EDC field. It shall be the remainder

of the division (modulo 2) by the generator polynomial of the product of x10 and the content of the
OAM cdll information field (i.e., OAM Cell Type, Function Type, Function Specific Fields,
Reserved Field, excluding the EDC Field (374 bits). Each bit of the concatenated fields mentioned
above is considered as coefficient (modulo 2) of a polynomial of degree 373 using thefirst bit as
coefficient of the highest order term. The CRC-10 generating polynomia is. G(x) =

1+x+x4+x5+x9+x10, The result of the CRC calculation is placed with the least significant bit right
justified in the CRC field.

One exampletest cell, with its corresponding calculated CRC-10 value, is shown below to provide
some measure of assurance of a correctly implemented EDC generation function.

Example: CRC-10 for an RDI cell. The OAM Cell Typeis"0001", the OAM Function Typeis
'0001', and the next 45 octets are all coded 6A hexadecimal. The Reserved Field consists of six
"0" bits. The calculated CRC-10 is AF hexadecima (i.e., "00 1010 1111"). The 48 octet
Information Field istransmitted as:

11 6A O6A O6A O6A 6A O6A ©6A ©6A 6A ©6A ©6A
6A 6A O6A O6A O6A O6A G6A O6A ©6A ©6A 6A ©6A
6A 6A G6A O6A O6A O6A G6A O6A ©6A ©6A G6A ©6A
6A 6A G6A O6A O6A O6A G6A O6A ©6A ©6A 00 AF

Appendix A of 1.610 contains an additional example.

The OAM Ceéll Type field and the Function Type fields, as specified in ITU-T Recommendation
1.610[25] are shown in Table 6.2.

The format of the function-specific fields of the Fault Management OAM cell, as defined in
1.610[25] is shown in Figure 6.5.

The format of the function-specific fields of the Performance Management OAM cell, as defined in
ITU-T Recommendeation 1.610[25], is shown in Figure 6.6.

The format of the function-specific fields of the Activation/Deactivation cell, as defined in ITU-T
Recommendation 1.610[25], is shown in Figure 6.7.
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Table 6.2

OAM Type/Function Type ldentifiers

OAM Cell Type Value OAM Function Type Value

Fault Management 0001 AlS 0000

RDI 0001

Continuity Check 0100

L oopback 1000

Performance Management 0010 Forward Monitoring 0000

Backward Reporting 0001

Activation/Deactivation 1000 Performance Monitoring 0000

Continuity Check 0001

System Management 1111 Not Standardized

(R) 6-27 Network equipment at a B-1Cl shall encodef/interpret the OAM cells

according to the format and encoding rules defined in ITU-T
Recommendation 1.610[25] for the OAM functions defined in Section 6.2.3.

Further discussion on each of these cell types may be found in I TU-T Recommendation 1.610[25]
and GR-1248-CORH27],
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AIS/RDI Cell Specific Fields

- -
Defect Defect
Type * Location * Unused *
(opt) (opt)
8 16x8 28x8 bits
*. Default Coding = 6AH for all octets
Loopback Cell Specific Fields
- -
Loopback | Correlation Loopback Source .
Indication Tag Location ID Unused
** ID *kx (opt)*-k*
| 8 \ 4x8 16x8 16x8 8x8 bits
| N All 1s = End point loopback
| \
*.  Default Coding = 6AH for all octets
Unused 0/1 **: Field that must be interpreted at the receiver
(0000000) ***: Default Coding = all '1's
7 1
Figure 6.5 Fault Management-Specific Fields
Performance Management-Specific Fields
- -
Monitoring |Total User Total User| Time Total Block |[Total
Cell Cell Received Error |Received
- Cell Stam
Sequence |Number O+:IE3|P 16 Number O (Opts Enufid Cell Count O |Result |Cell Count O+1
Number (TUC-0+1) (TUC-0) | *** ’ * * * * *
8 2x8 2x8 2x8 4x8 29x8 2x8 8 2x8  bits

*:Default Coding = 6AH for all octets in backward reporting PM cells
**:Default Coding = 6AH for all octets in forward monitoring PM cells
***:Coding = All 1s when Time Stamp not used

Figure 6.6 Performance Management-Specific Fields

Page 72 ATM Forum Technical Committee



B-1CI Specification, V 2.0, December 1995

Activation/Deactivation-Specific Fields

- -
Message [Directions|Correlation | PM Block PM Block Unused
ID of Action Tag Size A-B** | Size B-A** Octets*

6 2 8 4 4 42x8 bits

*:Default Coding = 6AH for all octets
**:Default Coding = 0000

Figure 6.7 Activation/Deactivation Management-Specific Fields

6.2.3 OAM Functions

This section discusses the Fault Management and Performance Management OAM functionsto be
supported over the B-ICI.

6.2.3.1 ATM Fault Management Functions at the B-ICl

The Fault Management functions at the B-ICI are grouped into three categories: Alarm
Surveillance, Connectivity Verification, and Continuity Check.

6.2.3.1.1 Alarm Surveillance

Alarm surveillance at the B-I1CI involves detection, generation, and propagation of VPC/VCC
failures (failure indications). In analogy with the SONET physical layer, the failure indication
signals are of two types. Alarm Indication Signal (A1S) and Remote Defect Indicator (RDI). These
signals are carried via OAM cells as defined in Section 6.2.2. The VP/VC AIS (VP-AlIS and VC-
AlS) is generated by a VPC/V CC node at a connecting point to alert the downstream VPC/VCC
nodes that a failure has been detected upstream. The VP-AIS/VC-AIS can be caused by the
detection of a VPC/V CC failure or by the notification of aphysical layer failure. Upon receiving a
VP-AIS/VC-AIS, aVPC/VCC end point at the B-ICI will return aVP-RDI/VC-RDI to aert the
upstream nodes that afailure has been detected downstream.

Network equipment at a B-ICl may terminate a connection, or act as an intermediate (i.e.,
connecting) node. Thisis shown in Figure 6.8.
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This equipment This equipment

terminates the actsasa
connection connecting point
|
[Jo+—+—oor—00o—+d]
B-ICl
|:| End point of VP/VC connection
O——0O vPvClink

Figure 6.8 Terminating and Intermediate Equipment at a B-ICl

The following requirements apply to network equipment at the B-1CI that terminates a connection.

(R) 6-28 Network equipment terminating aVVPC at the B-1Cl shall detect incoming
VP-AlSs and shall generate VP-RDIs in the upstream direction (toward
the other carrier's network) to aert the ATM nodes about the failure.

(R) 6-29 Network equipment terminating aVCC at the B-I1CI that detects an incoming
VC-AIS shall generate aVC-RDI in the upstream direction (toward the other
carrier's network).

The following requirements apply to equipment at the B-IClI that acts as an intermediate
connection.

(R) 6-30 Network equipment at a B-ICl, acting as an intermediate VP node, shall
generate a VVP-AIS upon detection of aVVPC failure or upon receiving a
physical layer failure notification.

(R) 6-31 Network equipment at a B-1Cl, acting as an intermediate VC node, shall
generate aVC-AIS upon detection of aVVCC failure or upon receiving a
physical layer failure notification.

The following requirement applies to both intermediate and terminating nodes.

(R) 6-32 Network equipment at a B-ICl inserting Alarm Surveillance cells shall do so
at anomina rate of 1 cell per second per VPC or VCC, as specified in

Section 6 of ITU-T Recommendation 1.610[25]. The release conditions
shall be as specified in ITU-T Recommendation 1.610.

More detail on alarm surveillance may be found in ITU-T Recommendation 1.610[25] and GR-
1248-CORH27].
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6.2.3.1.2 Connectivity Verification

Connectivity verification is supported by the use of the OAM loopback capability for both VP and

V C connections. More complete details on this loopback function can be found in 1.610[25] The
VCC or VPC being checked can remain in service while this loopback function is being performed.
The OAM Caell Loopback function supported at the B-ICI includes the following four fields:

» Loopback Indication - Thiseight-bit field identifies, for the end point receiving the OAM
cell, whether the incoming cell isto be looped back. A value of '00000001" indicates that
the cell should be looped back. All other values indicate that the cell isto be discarded.
Before the cell islooped back, the end point shall encode the Loopback Indication field as
'00000000'.

» Correlation Tag - At any given time, multiple OAM Fault Management Loopback cells may
be inserted in the same virtua connection. As aresult, the OAM cell loopback mechanism
requires ameans of correlating transmitted OAM cells with received OAM cells. The node
inserting the OAM cell may put any value in this 32-bit field, and the end point looping
back the cell shall not modify it.

» Loopback Location ID (Optional) - This 16 octet field identifies the point(s) along a virtual
connection where the loopback isto occur. The default value of all onesis used by the
transmitter to indicate the end point.

» SourcelD (Optiona) - This 16 octet field can be used to identify the originator of the
Loopback cell so the originator can identify the looped back cell when it returns. This may
be encoded any way that enables the originating point to be certain that it has received the
cell it transmitted. The default valueisall ones.

(R) 6-33 Network equipment terminating a connection at a B-ICl that receives OAM
cellswith a Loopback Indication value other than '00000001', OAM Cell
Type ='0001", and Function Type = '1000" shall discard the cell.

(R) 6-34 Network equipment terminating a connection at a B-ICl that receives OAM
cellswith aLoopback Indication value of ‘00000001, OAM Cedll Type=

'0001', and Function Type = '1000', shall encode the Loopback Indication

value as '00000000" and then loopback the cell within one second.

Network equipment inserting loopback cellswill do so at arate low enough to ensure that loopback
cells amount to less than one percent of the capacity of any link in the connection.

6.2.3.1.2.1 Segment L oopback

An ATM-level loopback can be performed across the B-ICI using segment loopback cells which
are looped back by the end point of a VPC or VCC segment. The segment can be defined as the
link between the ATM nodes on either side of the B-1CIl. Segment end points must either remove
these cells or loop them back depending on the value in the Loopback Indication field. That is,
these cells must not travel beyond the segment in which they are generated. Segment loopback cells
areindicated by a PTI value of '100' for VCCs and a VCI value of 3 for VPCs. An example of
how the segment loopback cell isused is shown in Figure 6.9.
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6.2.3.1.2.2 End-to-End L oopback

End-to-end loopback cells (i.e., those with aLoopback Location ID of al 1s) are only looped back
by the end point of aVPC or VCC. These cells may be inserted by any node in the connection
(intermediate or end point) and may be monitored by any node. However, only end points may
remove these cells. End-to-end loopback cells are indicated by a Payload Type Indicator (PTI)
value of 101" for VCCs and a VCI value of 4 for VPCs. An example of how the end-to-end
loopback cell isused is shown in Figure 6.9.

The switch supporting the B-ICI shall support the insertion of end-to-end loopback cells. It shall
also support the copying of received loopback cells to check for the return of loopback cells it

initiated.
B-ICl
Carrier A's I Carrier B's
End Point ATM ATM End Point
Switch Switch
Lpbk Ind=1
Lpbk Loc = End
CTAG=X
Copy OAM Cdl
Segment L oopback 4 (CTAG Maich)
-
Lpbk Ind=0
~—] Lpbk Loc=End
CTAG=X
Cdll isextracted
at end point because
Loogbagk Indication Lpbk Ind = 1
equals Lpbk Loc = End |——pm
Copy OAM Cell CTAG=X
(Lpbk Ind =0,
CTAG Match)
End-to-End L oopback j
- Lpbk Ind =0
<¢——]| Lpbk Loc=End
CTAG=X

Figure 6.9 The Loopback Function
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6.2.3.1.3 Continuity Check

The need for Continuity Check isfor further study. If used for a connection that crosses a B-ICl, it
could be activated/deactivated using the activation/deactivation "handshaking" procedures of ITU-T

Recommendation 1.610[25] or through TMN, using management system commands at each side of
the B-ICI. More detail on the Continuity Check procedure, and its activation/deactivation, may be
foundin1.610.

6.2.3.2 Performance M anagement Functions at the B-I1ClI

Performance Management functions at the B-1Cl consist of monitoring selected connections for
lost or misinserted cells, bit errors, and (optionally) cell delays. A node needs to only support
performance monitoring for alimited number of connections or segments that it terminates. When
used across aB-ICl, it must first be activated, either by using Activation/Deactivation OAM cells,
as specified below in Section 6.2.3.3, or through TMN procedures.

6.2.3.2.1 Performance Management Cell Payload Structure

The Performance Management cell payload structure is specified in ITU Recommendation

1.610[25], and its function-specific fields are shown in Figure 6.6. The fields of the Performance
Management cell are described below.

» OAM Cdl Type: The OAM Typeis"Performance Management," encoded as 0010.

* Function Type: The Function Type field specifies whether the cell isto be used for
Forward Monitoring (0000) or Backward Reporting (0001). Figure 6.6 shows which
fields are used only for the forward monitoring function, and which are used only for the
backward reporting function.

» Monitoring Cell Sequence Number (MCSN): Thisfield carries the sequence number of the
Performance Management cell, modulo 256. Thisfield alows for the detection of alost or
misinserted Performance Management OAM cell.

» Tota User Cell Number related to the CLP=0+1 user cell flow (TUC-0+1): Thisfield
indicates the current value of arunning counter related to the total number (modulo 65536)

of transmitted user cells!! (i.e., CLP=0+1), when the Forward Monitoring PM cell is
inserted. In case of aBackward Reporting PM cell, thisfield contains the TUC-0+1 value

copied from the paired Forward Monitoring PM cell.

* Tota User Cell Number related to the CLP=0 user cell flow (TUC-0): The use of thisfield
issimilar to the use of the TUC-0+1 field. Itisrelated to the transmitted user cellswith a
CLPvaueequal to'0'.

» Block Error Detection Code (BEDC): Thisfield contains the even parity BIP-16 error
detection code computed over the information fields of the block of user-datacells
transmitted after the last monitoring cell. In the Backward Reporting PM cdll, thisfield is
unused, and al octets are encoded as"6A" hexadecimal.

11 For the purposes of OAM cell flows, "user cells" have been precisely defined in 1.610. All OAM-related text in
this document adopts the 1.610 definition.
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» Time Stamp: Thisfieldisoptiona and may be used to represent the time at which the OAM

cell was inserted. T151.5/94-004126] specifies that the time is encoded in units of .01
micro-seconds. However, the node does not need to be accurate to .01 micro-seconds. (A

precision!2 of at least one micro-second seems sufficient.) If thefield is not used, thisfield
issetto al 1s. Inthe backward reporting cell, procedures for use of the time stamp field
have not been defined, and so the field should be set to all 1s.

* Unused: Octetsin thisfield are encoded as"6A" hexadecimal ('01101010").

» Tota Received Cell Count related to the CLP=0 user cell flow (TRCC-g): Thisfieldis

used for Backward Reporting OAM cellsonly. The use of thisfield is similar to the use of
the TRCC-+1 fidld. Itisrelated to the total number of received user cellswith aCLP

value equal to '0'.

» Block Error Result (BLERQ+1): Thisfield isused for Backward Reporting OAM cells

only. It carries the number of errored parity bits detected by the BIP-16 code of the paired
Forward Monitoring cell. This number isonly inserted in the corresponding Backward
Reporting Céll if the following two conditions are met:

(i) The number of user data cells (i.e., CLP=0+1) between the last two Forward
Monitoring OAM cells equals the difference between the TUC of the last two
Forward Monitoring OAM cells

(if) The MCSN of thelast two PM OAM cells used for forward monitoring are
sequential.
Otherwise thefield shall be encoded as al 1s. In the case of Forward Monitoring OAM
cells, thisfield is unused and coded as 6AH.

e Tota Received Cell Count related to the CLP=0+1 user cell flow (TRCC-0+1): Thisfield

isused for Backward Reporting OAM cellsonly. All user cells are considered (i.e.,
CLP=0+1). Thisfield carriesthe current value of arunning counter related to the total
number (modulo 65536) of received user cells (CLP=0+1), read when a Forward
Monitoring PM cell isreceived.

6.2.3.2.2 Mechanism for VP/VC PM Cell Generation

This section describes the procedure of generating Performance Management OAM cells at aB-
ICl. A Performance Management cell contains information about a block of user-information cells
of one connection; Performance Management and other OAM cells such as Fault Management cells
are not part of the block. Figure 6.10 illustrates the concept of ablock. The alowable nominal
block sizes are 128, 256, 512, and 1024 cells.

12 Here "precision” refers to the smallest counting unit, and not the drift of the clock. Thus a node with a precision
of 1 microsecond would increment the Time Stamp field in multiples of 100.
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Figure 6.10 A Performance Monitoring Block

A Performance Management cell may be aforward monitoring PM cell, or a Backward Reporting
cell.

6.2.3.2.2.1 Segment VP/VC Monitoring

The steps for generating PM cells when performing segment VVP/V C performance monitoring are
listed below.

1. Theoriginating VP/VC segment end point will generate a BIP-16 error detection code over
the payloads of the user information cellsin the block. Then the end point will place the
following information in the payload of a Performance Management OAM cell: the
Monitoring Cell Sequence Number of the PM cell (modulo 256), the TUCp+1, the TUCQ
(modulo 65536), the BIP-16, and an optional Time Stamp. This OAM cell will be
transmitted before the next user-information cell of the VPC/V CC. Although the block size
for a segment has anominal vaue, the actual size of any given block may vary from that
nominal value. Thisvariation allows PM cells to be inserted without delaying the flow of
user cells.

2. Thefar-end VP/VC segment end point will compare the number of the cells received in the
block with the difference between the received Total User Cell 0+1 (TUCp+1) count and

the TUCp+1 count at the end of the last recelved block. A mis-match in this comparison

indicates lost or misinserted cells. If no cells have been lost or misinserted and the MCSN
of the PM cell is consecutive, the end point will compare the BIP-16 in the forward
monitoring cell with the result of an identical BIP-16 calculation it has performed over the
same number of user-information cells. A mis-match in this comparison indicates bit errors
in the block. The number of errored parity bitsin the BIP-16 code, the running count of
received 0+1 cells, the running count of received O cells, aswell asthe TUCp+1 and TUCQ
of the corresponding transmitted cell, are stored until the backward reporting cell is sent. If
the BLER cannot be calculated, the Block Error Result in the backward report is coded as
al 1s.

3. Thefar-end VP/VC segment end-point will report the results back to the originating (i.e.,
near-end) VPC/V CC end point, using a Performance Management OAM cell to send a
backward report. This report may be used by monitor points along the VPC/VCC to
monitor end-to-end performance.

More detailed discussion about this procedure may be found in GR-1248-COREI[27].
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(R) 6-35 Network equipment at a B-1Cl that terminates a segment on which
performance monitoring is active in the outgoing direction, shall generate

PM cdlls containing forward monitoring information. These cells shall be

generated according to the procedures specified in ITU-T Recommendation

1.610[25], and described in this section.

(R) 6-36 Network equipment at a B-1Cl that terminates a segment on which
performance monitoring is active in the incoming direction, shall generate

PM cells containing backward reporting information. These backward

reports shall be generated according to the procedures specified in ITU-T

Recommendation 1.610[25], and described in this section.

(R) 6-37 Network equipment at a B-1Cl that sends backward reports shall send those
reports within one second after receiving the PM cell with the forward
monitoring information. The end point shall send backward reportsin the
same sequence in which the corresponding forward monitoring OAM cells
were recelived.

This procedure is performed symmetricaly for both directions of VPC/VCC transmission if
bidirectional PM has been activated. Figure 6.11 shows a connection segment in which PM is
active in both directions. This provides each VPC/VCC node in the segment the capability to
monitor the bidirectional VPC/VCC. In Figure 6.11, the left-most point collects history data for
both the left-to-right and right-to-left directions of user data flow. In configurations in which there
are intermediate points, the intermediate point can collect history data for both directions as well.
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Figure 6.11 Segment Performance Monitoring Across a B-1Cl

A user may wish to have only uni-directional performance monitoring. In this case, thereis till a
bi-directional flow of PM OAM cells, because the reporting flow is needed across a B-ICI. There
isone pair of PM cell flows for each direction of user data flow that is being monitored.

Network equipment at a B-1Cl that is an intermediate point of a connection/segment over which
PM cells are being generated should be capable of monitoring (i.e., copying) the PM cellsto read
the backward report. Thisallows acarrier to monitor the performance of connection/segment from
one switch, when desired.

(R) 6-38 Network equipment at a B-ICl shall be capable of generating PM cellson a
minimum number of simultaneous connections/segments. This minimum
number depends on the rate of the interface.
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6.2.3.2.2.2 End-to-End VP/VC Monitoring

In some cases, equipment at one end of a B-ICl may be at the end point of a connection on which
end-to-end performance monitoring is desired. Thus equipment that terminates a B-ICI should
support performance monitoring of end-to-end VP/V C connections. Figure 6.12 shows an end-to-
end connection that terminates at a B-I1Cl at one end point. (For example, the network equipment
supporting the B-1CI might provide SMDS service.) In this example, only one direction of user
information cellsis being monitored, and history datais collected only at the intermediate point.

: . Carrier B's
Carrier A's -
B-1ClI
OO i
|
- e

Monitored Connection

Forward Monitoring Information

o
~\ Backward Reporting Information
- O

PM

monitors, extracts, and inserts OAM cells

History . .
) I End point of VP/VC connection that

O End point of VP/VC segment

Figure 6.12 End-to-End Performance Monitoring Across a B-ICI

The procedures for end-to-end VP/V C performance monitoring are essentially the same as the end-
to-end procedure described earlier. One difference is that Performance Management OAM cellsare
inserted and extracted at the end points of the connection, instead of at end points of a segment.

The second difference, as specified in ITU-T Recommendation 1.610[25], is that PM cells are
"forced" into the connection when necessary to ensure that a fixed average block size is
maintained. However, the actual size of any given block may vary + 50% from that nominal value.
Thisvariation allows PM cells to be inserted without delaying the flow of user cellsin most cases.

(R) 6-39 Network equipment at a B-1Cl shall support end-to-end performance
monitoring for specified VPC/V CC connections. This entails following the

same requirements as for segment performance monitoring, except that the

generation of Performance Management cells occurs at connection end

points, and an average block size is enforced.
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6.2.3.3 OAM Activation/Deactivation Functions at the B-ICI

This section presents the procedure for activating and deactivating the VP/VC level performance
monitoring function across a B-1Cl. The procedures presented here apply to equipment at a B-ICI
activating the monitoring function for either end-to-end VP/V C connections or VP/V C segments,
aslong as at least one connection/segment end point is at a B-ICl. The term " connection/segment”
is used to refer to either the entire end-to-end VP/V C connection or a segment of it. One or both
end points of the connection/segment may be at a B-1Cl, as shown in Figure 6.13.

Segment monitoring across a B-1Cl
e} P

[Jo+—+—00or—0@+—+—1@0H+d]

UNI B-ICI UNI

End-to-end monitoriing of connection across a B-1Cl

- |
OO+—
|
B-IClI ]
Network Switch Network Switch

. End point of VP/VC segment where
monitoring performed

End point of VP/VC connection where
monitoring performed

Figure 6.13 Examples of Performance Monitoring of Connections and Segments

The activation/deactivation of VP/V C performance monitoring at a B-ICl is a system management
function, initiated by the appropriate Management System through the Telecommunications
Management Network (TMN). Initiation may be done entirely via TMN (in which case the
different administrations must coordinate - see 1.610 for more information), or by using
Activation/Deactivation OAM cells. Within an administration, TMN may be adequate, but OAM
cell useisattractive across carrier boundaries.

6.2.3.3.1 Activation/Deactivation Cell Payload Structure

The activation/deactivation cell format, as defined in I TU-T Recommendation 1.610[25], is shown
in Figure 6.7, and each field is briefly described below.
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Table 6.3 Message ID Field Valuesin the Activation/Deactivation Cell

M essage Value

Activate 000001
Activation Confirmed 000010
Activation Request Denied 000011
Deactivate 000101
Desactivation Confirmed 000110
Deactivation Regquest Denied 000111

* MessageID (6 bits): Thisfield indicates the message ID for activating or deactivating
VP/VC functions. Code values for thisfield are shown in Table 6.3.

» Directions of Action (2 bits): Thisfield identifies the direction(s) of transmission to activate
or deactivate the OAM function. The A-B and B-A notation is used to differentiate between
the direction of user data transmission away from or towards the activator/deactivator,
respectively. Thisfield value is used as a parameter for the "Activate" and "Deactivate”
messages. Thisfield shall be encoded as'01' for B-A, 10" for A-B, '11' for two-way
action, and '00" (default value) when not applicable.

» Correlation Tag (8 bits): A correlation tag is generated for each message so nodes can
correlate commands with responses.

* PM Block Size A-B (4 bits): Thisfield specifiesthe A-to-B PM block size required by the
activator for Performance Monitoring. Currently defined values are shown in Table 6.4.
Thisfield value is used as a parameter for the "Activate" and "Activation Confirmed"
messages. The default value for thisfield shall be ‘0000 for all other messages and when
activating/deactivating Continuity Check.

* PM Block Size B-A (4 bits): Thisfield specifiesthe B-A block size required by the

activator for the Performance Monitoring function. It is encoded and used in the same
manner asthe PM Block Size A-B field.

Table 6.4 PM Block Size Encodings

Message Type PM Block Size Coding
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Other unused 0000

Activate 1024 0001

and 512 0010

Activate Confirmed 256 0100

for performance monitoring 128 1000

6.2.3.3.2 PM Activation and Deactivation Procedures

The performance monitoring activation and deactivation handshaking procedures areillustrated in
Figure 6.14. In the figure, the vertical flows represent messages or stimuli provided by an external
source, such as a Management System viathe TMN, to activate performance monitoring over a
particular VP/VC connection or segment. The horizontal flows represent operations messages
internal to the VP/VC itself via OAM célls. For the purposes of this specification, at least one, and
possibly both, of the end points are at a B-1Cl. The message flows for activating and deactivating

performance monitoring (PM) are specified in ITU-T Recommendation | .610025],

Performance Monitoring

(De) Activation Request
from TMN

* B-1ClI

| ] |

I I I

End Point A of End Point B of
Connection/Segment _Connection/Segment

(in Carrier A's Network) (in Carrier B's Network)

Figure 6.14 Handshaking Procedure for PM Activation and Deactivation

The following two sections provide a verbal description of the figure, to clarify the actionsimplied
by the "handshaking" figure.
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6.2.3.3.2.1 PM Activation Procedure

Below isaverbal description of the activation "handshaking" procedure.

Request for PM Activation: Anend user or Management System initiates arequest at one
end of the connection/segment. By definition, this end point is"A", and the other end point
is"B". Theinitiation includes a specification of the direction(s) of PM to activate, and the
requested block size in the A-B direction (if appropriate) and the B-A direction (if
appropriate). If end point A can accept the request, then end point A startsa>= 5 second
timer. If end point A can support the PM request, it sends an "Activate" message, including
the block size value and directions of action, to end point B.

Send "Activation Confirmed" message or "Activation Request Denied" message: End point
B determines whether it can support the requested block size. If it can, it sends an
"Activation Confirmed" message to end point A. End point B begins the following

processes. (1) it generates PM cells, if PM was activated in the B-A direction!3, and (2) it
waitsto receive PM cells, if PM was requested in the A-B directionl4.

If end point B cannot support the PM activation request, it sends an "Activation Request
Denied" message back to end point A. End point A informsthe PM activation requester of
the denial.

Beginning of PM at End Point A: When end point A receives the confirmation, it begins
the same activities that end point B did, where appropriate, and notifiesits Management
System that performance monitoring activities have begun.

6.2.3.3.2.2 PM Deactivation Procedure

The performance monitoring deactivation handshaking procedure is described below.

Request for PM Deactivation: An end user or Management System initiates arequest at one
end of the connection/segment. By definition, thisend point is"A", and the other end point
is"B". Theinitiation includes a specification of the direction(s) of PM to deactivate. The
two PM Block Sizesfields are not used, and hence are coded as '0000'. End point A first
determines whether PM cells are being generated in the requested direction. If not, the
request is denied, and the PM deactivation requester isinformed. If end point A can accept
the request, then end point A startsa>= 5 second timer. If end point A has no reason to
deny the deactivation request, it relays a " Deactivate" message to end point B.

Send "Deactivation Confirmed" message: End point B sends a"Deactivation Confirmed"
message to end point A. End point B makes sure that PM cells are not being generated for
the appropriate directions, if the deactivation request included the B-A direction.

Deactivation of PM at End Point A: When end point A receives the confirmation or when
the timer expires, it ends the same activities that end point B did, where appropriate, and
notifies the appropriate Management System that performance monitoring activities have
ended.

13 | e, if the "Direction of Action" field ='01' or '11".
14 | e, if the "Direction of Action" field ='10' or '11".
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More details on the PM activation/deactivation procedures are specified in 1.610[25].

6.2.3.3.2.3 Responses and Actions Resulting from a Deactivation Request

The following matrix indicates the response that should be returned and the actions that should be
taken when a deactivation request is received.

The matrix indicates the four possible PM states (across the top of the matrix) that the receiving
switch can be in when it recelves the Deactivation request. These four states are:

1. PM isnot active,
2. PM isactivein the user dataflow A-B,
3. PM isactivein both user dataflows A-B and B-A, and
4. PM isactivein the user dataflow B-A.
There are three possible deactivation requests that can bereceived at B. They are:
1. Desactivate PM flow A-B,
2. Deactivate PM flow in both directions A-B and B-A, and
3. Deactivate PM flow B-A.
The matrix shown in Figure 6.15 shows all combinations of possible activation states and received

deactivation messages. There are two items described in each location of the matrix: 1) the
response to the deactivation request by B, and 2) the action taken by B.

6.2.3.3.3 Performance Monitoring Activation/Deactivation Requirements

(R) 6-40 In support of on-demand V P/V C Performance Monitoring for connections
and/or segments terminated at a B-ICl, network equipment at a B-1Cl shall

provide the capability of activating and deactivating the VP/V C Performance

Monitoring function according to the procedures specified in 1.610[25], and

described in Section 6.2.3.3.2.

In order to provide for early interoperability, initially only one-way activation is required.
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Figure 6.15 Responses to PM Deactivation Requests

(R) 6-41

Network equipment at a B-ICl that receives an "Activate" message for

Performance Monitoring shall support requests for PM in the direction of A-
B (i.e., when the "Directions of Action” field = '10"). It may also support

activation requests for the direction B-A or for bi-directiona activation (both
A-B and B-A).

(R) 6-42

When network equipment at a B-1Cl receives an "Activate" or "Deactivate"

message for Performance Monitoring, it shall send the appropriate return
message within 1 second.
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(R) 6-43 Network equipment at a B-1Cl shall disable Performance Monitoring even if
no response is received from a deactivation request before the timer expires.
For interoperability, the network equipment at a B-1CI shall send the
deactivation request before disabling Performance Monitoring.

Network equipment at a B-ICl may choose to collect data on any VP/VC it terminates or accesses,
on which Performance Monitoring is active (i.e., when PM cels flow over the
connection/segment). Data collection is performed when requested by the appropriate Management
System; activation/ deactivation of data collection is separate from the activation/ deactivation
procedure for PM cells.

6.3 Additional Operations Considerations

Agreement will be needed on aspects of some service management processes to allow carriersto
negotiate and manage ATM connections that cross the B-ICl. Figure 6.16 shows exchange of
management information between carriers. Agreement is also needed on which management data
should be exchanged. Thiswill satisfy a short-term need to support manual methods, and provide
abasisfor establishing automated interfaces (where appropriate) in the future. It is acknowledged
that some management information exchange may be unique between a given pair of carriers; such
exchanges may be defined via bilateral agreements.

In this release of the B-1CI Specification, some guiding principles and a framework for further
work is provided.

The following guidelines are proposed:

» Management information for inter-carrier CRS, FRS, and SMDS should be exchanged
between carriers using existing methods where appropriate. For example, it is desirable that
the ATM-specific aspects of procedures for FRS and SMDS, be consistent with the

procedures of the Frame Relay Forum's (FRF's) Inter-Carrier Committee (see [29]) and

the SMDS Interest Group's (SIG's) Inter-Carrier Working Group (see [30] and [31] where
applicable.

* Management information to be exchanged between carriers should be identified by
examining service management processes. (These processes are defined below.)

» Thissection should document agreements on ATM network-specific information to be
exchanged, or changes in existing procedures.

6.3.1 Service Management Processes

The need for management information exchange between carriers will be identified by analyzing
the service management processes (i.e., work processes) required by carriersto offer service. The
activitiesthat may require the exchange of management information between carriers may be
categorized as.

» ServiceActivation and Deactivation: "Service Activation” refersto the set of activities
required to establish new service (e.g., anew CRS connection) for a customer. The term
"Ordering and Provisioning" is sometimes used. " Service Deactivation” refers to the
activities required to terminate a service for a customer.
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Procedures exist for one carrier to order non-ATM-based services from another carrier, so
procedures and systems are in place that can be modified or supplemented to support ATM.
In addition, procedures are being defined for FRS and SMDS for ordering and
provisioning these two services.

: I .
Carrier A | Carrier B
|
Manual I | | Manual
- I -
|
Management Management Information Management
Systems Exchange Systems
g
~ > -~
/ \ | / \
/ | I
/ I \ I / I \
/ \ | / \
y I \ / | \
UNI | B-ICI |
ATM ATM | ATM ATM
I Switch | Switch | Switch I Switch
I
I
I
I
B-ICI
ATM | ATM
Switch | Switch

Figure 6.16 Exchange of Management Information Between Carriers

» Service Assurance: "Service Assurance” refersto the set of activities required to maintain
the services provided to customers. It may be reactive (responding to troubles reported by a
customer) or pro-active (e.g., continuous monitoring of the network to detect alarms).
Thisincludes activities such as Trouble Administration and Performance Monitoring.

Trouble administration includes: one carrier detecting a trouble and reporting it to another
carrier, one carrier requesting trouble status information from another, and a carrier asking
the carrier with the trouble for its estimate of the required repair time. Other activities are
possible. Procedures to support a B-1CI should be consistent with existing procedures,
with modifications or supplements to satisfy ATM-specific needs.
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Carriers may exchange management information about traffic and performance of B-1Cl
links and connections within those links. This can include information about both the ATM
layer and the service layer.

* Usage Metering: "Usage Metering” refers to the activities required to gather the
information needed to support accounting management for services. Proceduresto
exchange accounting information between carriers have been specified for non-ATM-based
services, so those procedures and systems can be modified or supplemented to support
ATM. It isdesirable that the procedures for usage metering for CRS, and the ATM-specific
aspects of usage metering for CES, FRS or SMDS on aB-ICl, be consistent with similar

procedures defined el sewhere. (For example, see [29] and [31].)

6.3.2 Management Information to Be Exchanged Between Carriers

Below are various types of information that may be exchanged between carriers. Thelist below is
aninitial framework for future efforts to make a more detailed specification. In the discussion of
each type, examples are given.

a. Genera System and B-ICI Information: Thisincludes general system and B-1Cl
information, such as the system's name, location, the contact person, interface description
(e.g., DS3, STS-3c), and administrative status (e.g., In-Service, Out-of-Service).

b. Ordering and Provisioning Information: Thisisinformation needed for one carrier to order
service from another, except for configuration information, which is listed separately. The
procedure followed will vary depending on factors such as whether physical facilities
aready exist, or whether the service already exists on the B-I1Cl (e.g., an order may be the
first request for CRS on an established B-ICI that currently carries only FRS). The
procedures used for the physical layer should be very similar to today's procedures. It will
include information such as the service being ordered, the required bandwidth, a requested
VPI/VCI, and the date for which service is requested.

c. Physica Layer and ATM Layer Specific Configuration Information: Thisinformation type
includes physical and ATM-layer configuration information about a B-ICI. This allows
carriers to confirm that they share the same view of the B-ICl at the physical and ATM
layers. Thistype of information would be used by multiple service management processes.
Configuration information for B-I1Cls should include physical-level and ATM-leve items
such as:

— Physical: Switch ID, B-ICI physical link ID, transmission type, and mediatype.

— ATM Layer: Maximum number of VPCs, number of configured VPCs, maximum
number of VCCs, and number of configured VCCs.

— VP Layer: VPI, and the following, if applicable: shaping descriptor, policing
traffic descriptor, and QOS Category.

— VC Layer: VCI, and the following, if applicable: shaping descriptor, policing
traffic descriptor, and QOS Category.

In order to satisfy customers desiring high-reliability service acrossaB-ICl, it isdesirable
for carriers on each side of a B-ICI to have the information required to quickly reroute or
quickly reconfigure traffic to an alternate route in the event of afailure. An example of this
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would be to pre-provision aVPC/VCC that will serve as an dternate route when afault is
detected in the primary route.

d. Service-Specific Configuration Information: Service-specific configuration information will
also be needed. Principles for specifying FRS and SMDS specific information will be
established in the FRF's Inter-Carrier Working Group and SIG's Inter-Carrier Working

Group. (See references [29], [30], and [31].) This section should point to service-specific
configuration information in those documents, where applicable. (More detailed

information is also availablein [32 for SMDS and [33] for FRS.)

e. Accounting Information: Accounting information gathered by a switch may be used to
support accounting management arrangements between carriers and between a carrier and
its customers. Carriers will have to agree, for aB-ICI or connections on a given B-ICl,
what method is used to exchange accounting information. In addition, carrierswill also
need to reach agreement about inter-company billing arrangements and/or cost separations,
but these issues are beyond the scope of this document. I ssues should be similar to those
for existing services.

f. Trouble Administration Information: Thisincludes information such as description of
trouble (e.g., "failed physical facility"), trouble status information (e.g., "under
investigation"), and estimated repair time. Much of this information should be similar to
that used for existing (non-ATM) services, but some information should be specific to
ATM.

g. Performance Information: Thisincludes physical-layer performance information,
information about cell traffic at the ATM layer, and information about service traffic at the
service layer. Examples of performance information at the ATM layer include: cells
transmitted at a B-ICl, cellsreceived at a B-ICl, and cells dropped at a B-IClI.
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7. B-ICI Signaling

This section provides network signaling specification for the multi-service B-ICl supporting
switched services between the two carriers networks.

To achieve timely implementations and availability of equipment, a phased approach has been
adopted in developing the B-1CI specification in the ATM Forum. The objectiveisto align the B-
|Cl signaling specification with other ATM Forum signaling specifications and base it on available
standards. In particular, this version (Version 2) of the B-ICl specification provides the
functionality of the ATM Forum's UNI 3.1 while being aligned with relevant ITU-T and ANSI-T1
BISUP standards.

As currently specified in this document, procedures for the ATM Forum ATM End System
Addresses (AESAS) based on the Data Country Code (DCC) and International Code Designator
(ICD) formats are not fully supported. The reason for thisisto maintain compliance with ITU-T
and ANSI BISUP standards. It is the intention of the B-ICI Working Group to address increased
support for DCC and ICD formats as soon as ANSI or ITU-T standards are formed.

Certain services may require that optional elements of this B-1Cl specification are implemented.
For example, end-to-end carriage of Calling Party Number (CgPN) is required by the P-NNI and
LAN Emulation specifications.

7.1 B-ICl Requirements and Selection of B-I1SUP
7.1.1 B-ICI Signaling Requirements

The following network signaling requirements for a B-ICl supporting Switched Virtual Connection
(SVC) inter-carrier services have been generated. These requirements have guided the selection of
asuitable signaling protocol for the B-ICI.

(a)Service and Call Control Aspects

B-ICI signaling isrequired to provide the capability for establishing, maintaining, and releasing
ATM connections for information transfer. B-1Cl signaling supports SV C Cell Relay Service as
described by the ATM Forum UNI Version 3.1 Specification.

The following capabilities are included in Version 2.0:

*  Support of point-to-point connections and unidirectional point-to-multipoint network
connections.

»  Support of symmetric and asymmetric connections.

» Support of variable bit rate connections.

» Support of ATM end system addresses.

e Support of call rejection due to unavailable ATM resources.

»  Support of aminimum set of peer-to-peer signaling network OAM functions, e.g.,
blocking, testing, and reset.

» Support of an efficient mechanism for fast identification of control plane associations
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(assignment of signaling messages to their call/connection) between two nodes by
means of signaling identifiers.

» Support of the evolution of services, protocol reusability, and version compatibility.

(b)Signaling Message Transfer Aspects
The following requirements apply to the transfer of signaling messages:

(R) 7-1 The carriage of B-ICl SV C signaling messages across the interface shall
meet or exceed these existing network signaling reliability and availability
requirements:
(1) amessage loss rate of less than 1 messagein 107,
(2) message mis-sequencing lessthan 1in 108,
(3) unavailability of signaling message transfer capabilities between two
signaling entitiesisless than 10 minutes ayear.

(R) 7-2 B-1CI signaling shall provide procedures to handle signaling message
overload. Procedures to handle this could include:
(1) back pressure to reduce signaling traffic,
(2) rerouting signaling messages over aternative signaling paths,
(3) cal rgection,
(4) signaling traffic load sharing.

(R) 7-3 Failure of any B-ICl signaling message transfer capability shall not affect
existing calls that are in the active state.

(R) 7-4 Recovery of B-1Cl signaling message transfer capability shall not affect
existing calls that are in the active State.

7.1.2 B-1CI Signaling Protocol Selection

Considering the network signaling requirements established above for the multi-service B-ICl, the
ITU-T defined BISUP/BISDN NNI signaling system has been selected as the basis of future work
inthe ATM FORUM B-ICI SWG. The B-ICI signaling requirements that follow will be generated
on the basis of available and ongoing standards work on BISDN NNI signaling.

7.2 Likely B-1CI Signaling Evolution

For ATM-based signaling networks, the need for access to remote nodes such as a Service Control
Point (SCP) is likely to become a higher priority due to the desire to offer more sophisticated
services. Thisimpliesin the longer term either an associated network with direct links between
BSSs and SCPs, or deveopment of a quasi-associated network capability through
ATM/Broadband compatible Signaling Transfer Point (STP) nodes or adjuncts.

Transaction Capabilities Application Part (TCAP) and Signaling Connection Control Part (SCCP)
will be added to the protocol stack for ATM-based high speed links, to support transactions
between BSS and SCP, or between remote BSSs. No change is required to these protocols from
the existing ITU-T specifications, except that the existing SCCP cannot take advantages of the
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longer message lengths supported by the SAAL. Modifications to the SCCP to support longer
message lengths are now under study in ITU-T.

The BISUP call control protocol is expected to evolve to support additional functions such as |eaf-
initiated actions and third party control capabilities, beyond theinitial step of Capability Set (CS)-2.
Separation of call and connection control has been adopted by ITU-T for the support of the multi-
connection capability in Capability Set 2, Step 1 (CS-2.1) Recommendations. These enhancements
are defined by ITU-T as additional Application Service Elements (ASES) for BISUP using TCAP.

ABR and parameterized QOS are ATM Forum UNI 4.0 capabilities that future B-1Cl versions will
consider.

7.3 Relationship of the ATM Forum's B-ICI Signaling Requirements and the
ITU-T Work

As shown in the Table 7.1, most of the B-1CI signaling requirements generated by the ATM
Forum are consistent with the ITU-T'sinitial (Release 1) BISUP Recommendations, while others
are consistent with CS-2 extensions. In particular, CS-2.1 extensions support point-to-multipoint
connectionsand VBR services. Support of ATM Forum UNI 3.1 QOS classes may require
additional coding in ITU. ANSI BISUP has reserved four code points to support the ATM Forum
UNI 3.1 QOS classes.

7.3.1 Interoperability Between ATMF B-1Cl Spec 2.0 and ITU Versions of the
BISUP and MTP Level 3

The selection of signaling capabilitiesfrom ITU BISUP/MTP Level 3 standards for the B-1CI Spec
2.0 implementation agreement are such that interoperability is assured between a device
conforming to the ATMF B-ICI Spec 20 and a device conforming to the ITU BISUP
Recommendations Q.2761-Q.2764, Q.2722.1 (point-to-multipoint), Q.2723.1 (Additional traffic
parameters), Q.2726.1 (ATM End System Address) and Q.2210 (Broadband MTP Level 3) for all
functionality that is common to both signaling protocols. The differences in functionality between
this ATMF B-I1CI Spec 2.0 implementation agreement and ITU BISUP/MTP Level 3 standards are
indicated below.

Interoperability isrequired for connecting:

* Anoriginating or intermediate BSS with a ATMF B-ICI Spec 2.0 interface to an BSS with the
interface of an incoming international or intermediate international BSS, as specified in ITU's
BISUP standards.

* An BSSwith the interface of an outgoing international or intermediate international BSS, as
specified in ITU's BISUP, to an intermediate or destination BSS with a ATMF B-ICI Spec 2.0
interface.

If any ambiguities or inconsistencies are present in the ATMF B-ICl Spec 2.0 text due to
rephrasing of functionality in ITU's BISUP standards, the original 1TU text takes precedence. If
the ATMF B-ICI Spec 2.0 text resolves any ambiguitiesin the original ITU BISUP text, the
ATMF B-ICI Spec 2.0 text takes precedence.
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7.3.2 Differences Between ATMF B-ICI Spec 2.0and ITU BISUP/MTP Level 3
Standards

ATMF B-ICI Spec 2.0's BISUP requirements and ITU's BISUP/MTP Level 3 Recommendations
have the same functionality for alarge part. However, some differences are present, which are
indicated below from ahigh level view.

7.3.2.1 Signaling Functionality in ITU BISUP/MTP Level 3 Omitted in ATMF
B-1ClI Spec 2.0

ATMF B-ICI Spec 2.0 deliberately leaves out the following BISUP/MTP Level 3 functionality
contained in ITU standards:

» Difference between national and international BSSs

* Interworking with N-ISDN (including overlap operation, A-law/p-law conversion, early
through-connect to prevent speech clipping, tones and announcements, and network-initiated
Suspend and Resume

Propagation delay determination

User part availability procedure

Segmentation of messages for use of narrowband signaling links

MTP Level 3 quasi-associated signaling

MTP Level 3 Restart procedure (optional in B-1Cl)

 MTPLevd 3 user part availability control1®

The omitted M TP features are not part of the MTP subset that has been specified in this document.
This subset will be discussed in Section 7.7.

7.3.2.2 Additional Functionality of ATMF B-1CI Spec 2.0 Signaling,
Relativeto ITU BISUP Standards

ATMEF B-ICI Spec 2.0 contains additional functionality relative to ITU BISUP standards, which
originates from the ANSI T1S1 BISUP standards. These enhancements are marked as carrier
options throughout this document and only apply to networks using ANSI BISUP procedures:

» Useof an additional BISUP message:
Exit message
» Useof additiona BISUP parameters:
Carrier Identification Code
Charge Number
Carrier Selection Information
Outgoing Facility Identifier, and
Originating Line Information
» Additiona proceduresfor use of the Transit Network Selection parameter

A few capabilities are unique to ATMF B-ICI Spec 2.0:
»  Support of QOS classes

»  Some administrative requirements related to assignment of VVPCs and configuration of message
content

15 User part availability control is the ITU-T term; this procedure is called MTP user flow control in the ANSI
MTP standard.
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Table 7.1

Procedures for usage measurement
Transport of non-E.164 AESAs

ATM Forum's B-I1CI Signaling Capabilities, and the ITU-T Work

ATM Forum B-ICI Signaling
Capabilities

Corresponding State of 1 TU-T
BISUP Work

Service and Call

Control Aspects

1. B-ICI shall support SVC Cell Relay
Service (ATM Forum UNI Spec 3.1)

CBR Cell Relay supported by BISUP CS-1
specifications (ITU-T Recommendations Q.2761-4).
VBR and QOS supported by BISUP CS-2.1.

2. B-ICI shall provide the capability for
establishing, maintaining and releasing
ATM connections.

Supported as indicated for Item 1.

3. Support of VBR connections

Supported by BISUP CS-2.1 (Q.2723.1)

4. Support of AESAs

Supported by BISUP CS-2.1 for E.164 AESAS
(Q.2726.1)

5. B-ICI shall support point-to-point and
point-to-multipoint network connections.

Point-to-point connections supported BISUP CS-1,
point-to-multipoint supported by BISUP CS-2.1.

6. B-ICl shall support symmetric and
asymmetric connections.

Supported by BISUP CS-1.

7. B-ICl shall support call rejection due to
unavailable ATM resources.

Supported by BISUP CS-1.

8. A minimum set of peer-to-peer signaling
network OAM functions, e.g., blocking,
testing and reset, shall be supported.

Supported by BISUP CS-1.

9. B-ICI shall alow for evolution of services,
protocol reusability, and version compatibility.

Supported by BISUP CS-1.

10. An efficient mechanism for fast identification of
control plane associations between two nodes
shall be required.

Supported by BISUP CS-1.

Signaling M essage Transfer Aspects

11. The carriage of signaling messages across the
interface shall meet or exceed existing network
signaling reliability and availability
requirements.

Should be satisfied by SAAL and MTP Level 3
protocols used to support BISUP.

12. B-ICI shall provide proceduresto handle
message overload, such as backpressure,
message rerouting, call rejection, and signaling
traffic load sharing.

Should be satisfied by SAAL and MTP Level 3,
plus BISUP procedures such as Automatic
Congestion Control and BISUP Signaling
Congestion Control.

13. Failure of any B-I1CI signaling message transfer
shall not affect existing calls that arein the
active state.

Supported by BISUP CS-1.

14. Recovery of B-ICI signaling message transfer
capability shall not affect existing calls that are
in the active state.

Supported by BISUP CS-1.

Note: In general, the BISUP capabilitiesin this Table are applicable to the interface between any
two BISUP nodes, including both gateways between carriers and BSSs within one carrier.
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7.4 Signaling Network Topology

This section describes example topologies for B-I1Cl signaling. In the first case, shown in Figure
7.1, supported by the Version 2.0, ATM virtual channel connections are used to transport BISUP
signaling messages directly between BSSs. This type of signaling architectureis called associated
mode signaling. The BISUP protocol is used for call control between BSSs. Although associated
signaling links are used, it is assumed that the MTP Level 3 protocol is still used for network layer
functions above the SAAL layer. It routes the BI SUP messages to the appropriate outgoing link
and supports management functions such as changeover of signaling traffic from afailed signaling
link to a backup signaling link. The link speed is determined by parameter settings for the ATM
connection. The SAAL protocol is designed to operate over arange of link speeds from 64 Kb/sto
at least 4 Mbl/s.

Access to centralized databases (e.g., SCPs), requiring SCCP and TCAP, is beyond the scope of
Version 2.0. Figure 7.1 shows a BSS accessing SCPs via a conventiona SS7 link that is
independent of the B-ICI. Alternatively, if aBSS implements only associated mode signaling over
SAAL/ATM links a the MTP Level, but implements the necessary SCCP and TCAP functions, it
can access an SCPif aSAAL/ATM link isdirectly connected to the SCP or to an SCCP relay point
that can forward messages to the SCP.

In the second case, shown in Figure 7.2, signaling between BSSsis routed via signaling transfer
points. This configuration is not supported by Version 2.0 of the B-ICI specification, but it may be
used by bilateral agreement between the carriers. In this architecture, BISUP is still used as the call
control protocol between BSSs. If needed, this architecture can also support access to centralized
databases in addition to call setup and release. Thistype of signaling architecture is called quasi-
associated signaling.
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Figure 7.1 An Example B-ICI Signaling Architecture - BISUP over ATM in the
Associated Mode

Note: B-ICl isthe subject of this specification. Other interfaces are shown only to illustrate their
relationship to the B-ICI.
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Figure 7.2 An Example B-ICI Signaling Architecture - BISUP in the Quasi-
Associated Mode

Note 1: B-ICl isthe subject of this specification.
Note 2: CCSlinks may or may not be over ATM.
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7.5 Signaling Network Configuration

(R) 7-5 For the B-IClI Specification, Version 2.0, connection related signaling shall
be associated mode using the"BISUP/MTP Level 3/SAAL/ATM/Physica”
protocol stack shown in Figure 7.3.

TCAP and SCCP

not covered in this BISUP

specification ~g | TCAP

SCCP
Only asubset of MTP Leve 3
isrequired for the Associated
Mode which is supported in MTP Level 3
this document. CAAL
ATM
Physical

MTP = Message Transfer Part, SCCP = Signaling Connection Control Part, TCAP = Transaction
Capabilities Application Part

Figure 7.3 Network Signaling Protocol Stack for Transport of Signaling
M essages at the B-1Cl

Signaling messages among the Broadband Switching Systemsl6 (BSS) can be transported using a
virtual channel connection and the Signaling ATM Adaptation Layer (SAAL) defined for the
Network Node Interface (NNI). The SAAL for the NNI has the same structure as the SAAL for
the UNI. It comprises the Type 5 Common Part protocol, the Service Specific Connection Oriented
Protocol (SSCOP), a Service Specific Coordination Function (SSCF), which in this case enhances
the services provided by SSCOP to provide the layer service expected by MTP Level 3, and alayer
management entity.

(R) 7-6 The BSS shall support the SAAL as defined in the ITU Recommendations
1.363 (Common Part), Q.2110 (SSCOP), Q.2140 (SSCF), and Q.2144
(Layer Management).

MTP Level 3 provides a connectionless network service and includes extensive network
management procedures to route around failures of network components while minimizing

16 A BSSincludes, but is not limited to, call/connection control functions and the ATM switching fabric. A BSS
may contain multiple physical entities.
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message loss and missequencing. MTP Level 3 protocol and procedures for use with SAAL links
are specified in ITU-T Recommendation Q.2210, which relies heavily on Recommendations Q.704
and Q.707. Depending on the interconnecting carriers and their networks, the appropriate national
specification (e.g., ANSI T1.111-1996) may be used, rather than Recommendation Q.2210. This
B-1CI specification does not repeat specification of the MTP Level 3 protocols and procedures
themselves. Section 7.7 does specify, however, which of the MTP Level 3 procedures must be
implemented to meet the B-ICI Version 2.0 requirements for associated mode signaling.

7.6 Network Signaling Protocol Architecture

The protocol stack shown in Figure 7.3 is based on SS7 which is afamily of protocol parts for
different service and signaling network functions. Various protocol parts and combinations are
suitable for B-ICI signaling.

SS7 is designed for complex signaling networking involving many nodes and multiple networks.
The overall objective of the lower levels of the protocol stack shown in Figure 7.3 (physical,
ATM, SAAL, and MTP Level 3) isto provide areliable means of information transfer, in correct
sequence and without loss or duplication. MTP Level 3 provides the signaling message handling
functions and the signaling network management functions. The former are the functions that direct
a signaling message to the proper signaling link or higher level functions. The latter functions
control message routing and configuration of the signaling network facilities.

The B-ICI signaling protocol architecture takes advantage of the routing and network management

capabilities offered by MTP Level 3 [68], along with the robustness of BISUP as the call and
connection control signaling protocol. BISUP is designed for efficient virtual ATM cal and
connection control and management. The flexibility of the ATM switching fabric using cell relay as
transport makes the use of ATM-based B-ICI signaling attractive for ATM SV C services support
on acommon (ATM-based) platform. The SAAL is used to package the signaling information into
the cellswhich the ATM layer transfers across the network and to extract the information from the
cells and from signaling information frames for use by the signaling application.

7.7 MTP Level 3 Subset for Associated M ode Signaling

Associated Mode signaling allows for the deployment of an MTP Level 3 subset. This section
providesasimplified version (i.e., subset) of the "Full MTP Level 3" (used for the Quasi-
Associated Mode) when MTP Level 3 isused above the SAAL inan ATM network (thisis called
Associated Mode Signaling). This smplified version of MTP Level 3 is possible because
associated mode signaling does not require any Signaling Transfer Point (STP) functions between
the signaling nodes.

MTP Level 3 procedures can be separated into four categories:

1. Signaling Message Handling

2. Signaling Link Management

3. Signaling Route Management
4

. Signaling Traffic Management
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The following subsections examine the MTP Level 3 procedures and specify an MTP Level 3
subset for associated signaling.

7.7.1 Signaling Message Handling

Signaling Message Handling procedures consist of message discrimination, distribution, and
routing. All of these procedures will still be needed. The Signaling Link Selection (SLS) code will
still be needed to ensure message sequencing for multi-link signaling link sets. Because multi-link
link sets could be desirable for reliability reasons (with links of the same link set on diverse
physical facilities), it isrecommended that both the SLS code and load sharing capability be
retained in the associated signaling mode.

Each signaling link is configured with exactly one Signaling Link Code (SLC). If asignaling link
set contains multiple links, a set of SLCsis associated with the signaling link set, and there shall be
load sharing among the signaling links of the signaling link set.

A BSSis capable of being configured so that at least one Signaling Point Code (SPC) is assigned
toit. The signaling links of asignaling link set shall be configured to indicate the two associated
SPCs.

7.7.2 Signaling Link Management
Signaling Link Management procedures consist of the following:

Activation / Restoration / Deactivation

Signaling Link Test

Automatic Allocation of Signaling Terminals and Signaling Data Links

False Link Congestion Detection (an ANSI network enhancement which detects false link
congestion)

* Link Oscillation Filter (an ANSI network enhancement which controls the maximum link
oscillation rate)

Link Activation, Restoration, and Deactivation procedures are needed independent of the network
configuration. Only basic link management procedures have been specified for SAAL linksin ITU-
T Recommendation Q.2210; so procedures for Automatic Allocation of Signaling Terminals or
Signaling Data Links are not needed.

It is recommended to retain both the Signaling Link Test and False Link Congestion Detection (for
North American networks) for network reliability in associated signaling. The Signaling Link Test
can detect link irregularities such as looped links and crossed links.

Because the Link Oscillation Filter procedure is designed primarily to prevent STP overload caused
by multi-link oscillations, it is not needed for associated signaling, although it is possible that the
procedure can be useful for avery large associated signaling network.

7.7.3 Signaling Route M anagement

The Signaling Route Management procedures are STP related procedures and are not needed for
associated signaling.

7.7.4 Signaling Traffic Management
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Signaling Traffic Management procedures consist of the following:

Changeover / Changeback
Management Inhibit

Forced / Controlled Rerouting
MTP Restart

Signaling Traffic Flow Control

While Changeover / Changeback and Management Inhibit procedures are not needed for single-link
link sets, they are useful procedures for networks with multi-link link sets (which could be
desirablefor reliability reasons). It is recommended to retain these procedures for associated
signaling. Management Inhibit can be initiated through Management Systerm commands.

Forced / Controlled Rerouting are STP related procedures, and are not needed for associated
signaling.

MTP Restart is designed to protect the restarting node by giving the restarting node time to BSS
routing data (regarding remote signaling points) with the adjacent available signaling points and to
activate sufficient links. In an associated signaling network, there is no need for the restarting node
to BSS routing data regarding remote signaling points with the adjacent available signaling points.
While MTP Restart can still be desirable for alarge associated signaling network by allowing a
restarting signaling point sufficient time to activate its links, it may not be needed for initid
specification. It is recommended to have MTP Restart as an optiona procedure.

Signaling Traffic Flow Control notifies an MTP user (e.g., BISUP) of the availahbility,
unavailability, and congestion of signaling route sets so that the user can control traffic for the
affected destinations appropriately. It also notifies the user of the unavailability of aremote peer

(of the user) through user part availability controll? procedures. The capability to notify the user of
the availability, unavailability, and congestion of signaling route sets is needed in any network
configuration and is required in Version 2.0. The usefulness of the MTP user part availability
control procedure, however, depends largely on whether MTP users can fail independently. Thisis
not required for Version 2.0.

7.7.5 Requirementsfor MTP Level 3 for Associated Mode
(R) 7-7 In support of MTP Level 3 in associated mode, the BSS shall:

. Support the signaling message handling procedures of message
discrimination, distribution, and routing.

. Support the signaling link management procedures of link
Activation, Restoration, and Deactivation; and of Signaling Link
Test.

. Support Changeover / Changeback and Management Inhibit (for
multi-link link sets only)

. Support Signaling Traffic Flow Control procedures except for
user part availability control.

17 called MTP user flow control in the ANSI MTP standard.
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(R) 7-8 Asacarrier option (see Section 7.3.2.2), in support of MTP Level 3in
associated mode, the BSS shall support the signaling link management
feature of False Link Congestion Detection.

(0) 7-1 In support of MTP Level 3 in associated mode, the BSS should support
MTP Restart.
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7.8 Call and Connection Control Functions
7.8.1 Call and Connection Control M essages

For the set up and release of basic point-to-point cals, the following BISUP cdl connection
control messages are used: Initial Address Message (IAM), Address Complete Message (ACM),
IAM Acknowledgment Message (IAA), IAM Regect Message (IAR), Exit Message (EXM),
Release Message (REL ), Release Complete Message (RLC), Answer Message (ANM), and Call
Progress Message (CPG). Subsequent address and forward transfer messages are defined in the
ITU-T BISUP recommendations, but are not used in this implementation agreement. First, the
assignment procedures for Virtua Path Connection Identifier/ Virtua Channel Identifier
(VPCI/VCI) and bandwidth and the assignment procedures for signaling identifiers are described
because they are applicable to all types of BSSs - originating, intermediate and destination BSSs.
Then, actions specific to each type of BSS are described. The call and connection control functions

and procedures are based on, and are consistent with, the ITU-T BISUP Recommendationg 69-88],

(R) 7-9 BISUP timers and timer values defined in ITU-T Rec. Q.2764 shal be
applicable.

7.8.2 Assignment Procedure of VPCI/VCI and Bandwidth

On aninterface, agiven VPI that provides VC service is designated to provide one of the following
possible functions:

@ Only PVC VC connections are allowed,
(b) Only SVC VC connections are allowed, or
(c) Both PVC and SVC VC connections are allowed.

Support of Case () is not required, however, neither isit precluded. In cases (b) and (c), the VPC
isassigned a VPCI, and in Case (c), it must be clearly specified which VCI range is under the
control of BISUP (i.e., to support SVCs). Furthermore, for Case (c), SVC procedures (e.g.,
Reset) must only affect the SV C range of V Clswithin the VPCI.

The one side selection method of VCI values for a given VPCI, which allows one BSS to be the
assigning BSS for both outgoing and incoming calls for a specific VPCI, is adopted to completely
prevent dual seizure. This method is described below.

(R) 7-10 For proper operation of BISUP, the one side selection method shall apply
for al VPCs (that support SV Cs) between two BSSs whether the two BSSs
are in the same or different networks.

Each BSS allocates its own bandwidth to a given VPCI/VCI asaresult of a CAC calculation on the
traffic descriptorsin the IAM.

7.8.2.1 Management of VPCI/VCI Values and Bandwidth of Each VPC

(R) 7-11 Before aroute between two BSSs can be put into service, the following
IS necessary:
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. The VPCI to be used shall be assigned unambiguously and
identically at both ends of each VPC between the two BSSs.

. The VPCI shall be associated with the two appropriate SPCs at the
BSSs.

. For every VPCI, it shall be defined which BSS controls this VPCI,
i.e., which BSSisresponsible for assigning bandwidth and the
VClsfor thisVPCI.

(R) 7-12 The following default mechanism for determining assigning/ non-assigning
designation shall be supported by every BSS.

Each BSS shall be the assigning BSS for one half of the VPCI values
between two BSSs. The BSS with the higher signaling point code shall
be the assigning BSS for all even numbered VPCI values, and the other
BSS shall be the assigning BSS for all odd numbered VPCI values.

(R) 7-13 For an outgoing call/connection (including an automatic repeat attempt), a
BSS shall first use a VPCI which it controls; i.e., an IAM including the

Connection Element Identifier parameter containing the selected VPCI/VCI

values shall be sent. Only if there is not sufficient bandwidth of acceptable

QOS, or VClsrelated to the VPCls which the BSS controls and which can

fulfill the bandwidth requirement of the call, the BSS shall send an IAM

without the Connection Element Identifier parameter. In this case, the far

end BSS will be expected to assign a VPCI/VCI from the set of VPClsit

controls.

7.8.2.2 Procedures for the Assigning BSS and Non-Assigning BSS

The assigning BSS assigns both VPCI/V CI and bandwidth (according to its CAC procedures) for
outgoing and incoming calls. The non-assigning BSS does not assign but requests the assigning
BSSto assign both VPCI/V CI and bandwidth.

@ Outgoing Callsfrom the Assigning BSS to the Non-Assigning BSS

(R) 7-14 The assigning BSS shall perform the following actions:

» Selection of a VPC (identified by a VPCI) from the available VPCs it
controls which can alocate the bandwidth according to the requested ATM
Cdl Rate and acceptable QOS.

» Assignment of bandwidth and aVCl value to the call/ connection. V CI
values 0 to 15 shall not be used.

» Updating the bandwidth and VCI value per VPCI and sending an |AM
including the sdlected VPCI/VCI vaues (in the Connection Element
Identifier (CEIl) parameter) towards the non-assigning BSS. The VPCI
subfield (octets 1 and 2) of the CEI shall contain the code expressing in
pure binary representation the identifier of the virtual path connection. Bit
8 of octet 1 is the most significant and bit 1 of octet 2 is the least
significant. The VCI subfield (octets 3 and 4) shall contain the code
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expressing in pure binary representation the identifier of the virtua
channel. Bit 8 of octet 3 isthe most significant and bit 1 of octet 4 isthe
least significant. The value of thisfield shall be the same as the value used
inthe VCI field of the corresponding ATM cell header.

(R) 7-15 The non-assigning BSS shall allocate the VPCI/V CI values and
bandwidth (according to its CAC procedures) for the call and return an IAA
to the assigning BSS. If thisis not successful, an IAR isreturned.

(b) Outgoing Calls from the Non-Assigning BSS to the Assigning BSS

(R) 7-16 The non-assigning BSS shall perform the following actions:

 Sending the IAM without the CEI.
* Allocating the VPCI/VCI values contained in the CEI for the cadl on
receipt of IAA from the assigning BSS.

(R) 7-17 The assigning BSS shall perform the following actions:
» Selection of aVPC (identified by a VPCI) it controls that has enough
bandwidth of acceptable QOS and a VCl value available on receipt of the
IAM. VCI vaues 0 to 15 shal not be used.
» Updating the bandwidth and VCI value per VPCI and sending an IAA
with the selected VPCI/V CI vaues (in the CEIl) towards the non-assigning
BSS. The coding of the CEI shall be as described in (a) above.

(c) Simultaneous Call Request from the Assigning BSS and the Non-Assigning BSS

Asthe assigning BSS assigns bandwidth and the VPCI/V CI value at the time of call acceptance at
the assigning BSS, a dual seizure of bandwidth or VPCI/VCI value cannot occur. If enough
bandwidth is not available at the receipt of the call request, the call will be released with the cause
value 51 ("Cell Rate not available").

7.8.2.3 Abnormal Conditions

(R) 7-18 For abnormal conditions of the one-side selection method, the following
procedures shall apply:

* If an IAM with VPCI/VCI isreceived at the assigning BSS for that virtua
path, an IAR shall be returned with the cause value 36 ("VPCI/VCI
assignment failure"). The BSS receiving the |IAM shall initiate the
blocking procedure for the concerned VPCI.

* If an IAM without VPCI/VCI isreceived a a BSS which is non-assigning
for all virtual paths between the sending and receiving BSSs, an AR shall
be returned with the cause value 36 ("VPCI/VCI assgnment failure").

* If an IAA with VPCI/VCI isreceived at the assigning BSS for that virtual
path, the event shall be reported to maintenance. The BSS receiving the
IAA shall initiate the blocking procedure for the concerned VPCI, and
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shall release the call using the cause value 36 ("VPCI/VCI assignment
failure").

* If an IAA without VPCI/VCI isreceived at a BSS which sent an IAM
without the CEl, the event shall be reported to maintenance, and the call
shall be released using cause value 36 ("VPCI/VCI assignment failure").

7.8.2.4 Monitoring of Assigning End Disagreements

To monitor for disagreements between signaling entities regarding which end is the assigning end,
the following is required:

(R) 7-19 For each VPCI, the BSS shall count and threshold a count of the number of
disagreements regarding which BSS is the assigning node for a VPCI, and
which BSSis not. This count shall include the following:

* |AM messages received with VPCI/V CI values specified for aVPCI for
which the BSS is the assigning node.

* | AA messages received with VPCI/V CI values specified for a VPCI for
which the BSS is the assigning node.

* |AM messages received without VPCI/V CI values at a BSS which isthe
non-assigning BSS for all VPCls associated with that SPC pair (i.e.,
signaling link set).

* | AA messages received without VPCI/VCI values at aBSS which isthe
non-assigning BSS for all VPCls associated with that SPC pair (i.e.,
signaling link set).

7.8.3 Signaling Identifiers

A Broadband Switching System (BSS) manages Signaling Identifiers (SIDs). These identifiers
identify a signaling association and remain constant for the life of the signaling association. The
SIDs need to be established for each bearer or maintenance control association between two BSSs.
The two BSSs may be in the same or different networks. The SIDs are independently assigned by
each of two BSSs concerned, A and B, enabling each switch to uniquely identify the signaling
association (i.e., bearer control association or maintenance control association) and associate the
signaling information with this particular signaling association. Figure 7.4 illustrates how SIDs are
assigned and released for a successful call set up and release. Figure 7.5 illustrates how SIDs are
assigned and released for an unsuccessful call set up.

For the example shown in these Figures, SID value Ai is assigned by BSS A when it sends the
first message of a signaling association to BSS B; it is used to identify the signaling association at
BSS A. SID value Bi is assigned by BSS B when it receives that first message of the signaling
association from BSS A; it is used to identify the signaling association at BSS B.

Origination Signaling ldentifier (OSID) parameter and Degtination Signaling Identifier (DSID)
parameter are used in BISUP messages to establish and identify signaling associations between a
pair of BSSs. These parameters are used to carry the SIDs.
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(R) 7-20 A BSS shall have the capability of assigning a SID for each signaling
association (bearer and maintenance control association) between itself and a
connected BSS.

(R) 7-21 The following requirements apply for bearer (connection) control
associations when BSS A sets up a connection to BSS B. For proper

operation of BISUP, these requirements shall be met whether the two

BSSs are in the same or different networks.

» Thelnitial Address message sent by BSS A to BSS B shall contain Ai (the
SID value assigned by BSS A) in the OSID.

* The IAM Acknowledgment message sent by BSS B to BSS A shall
contain Bi (the SID value assigned by BSS B) in the OSID and Ai in the
DSID in order to alow mapping between the sending and recelving
directions.

» The |AM Regject message sent by BSS B to BSS A shall contain Ai in the
DSID but no OSID.

* All subsequent call/bearer control messages (e.g., ACM) from BSS B to
BSS A shall contain Ai inthe DSID.

* All subsequent call/bearer control messages (e.g., REL) from BSS A to
BSS B shall contain Bi inthe DSID.
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BSSA BSSB

assign SID=Ai )
IAM (OSID=AI)
IAA (DSID=Ai, OSID=BIi

ANM (DSID=Ai)

%
release SID=Ai

Figure 7.4 Example of a Successful Call and Connection Set up Sequence

release SID=Bi

Example of a scenario for assigning and releasing of the signaling associations; only the DSID and
OSID of the messages are shown in Figure 7.4.

SID: Signaling Identifier

Al Signaling ID assigned by BSS A

Bi: Signaling ID assigned by BSS B

DSID: Dedtination Signaling Identifier (Parameter)
OSID: Origination Signaling Identifier (Parameter)
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Originating Intermediate Intermediate
BSS BSS BSS
A B C D
assign SID=A IAM (OSID=AI)
assign SID=Bi

IAA (DSID=Ai, OSID=Bi)

: IAM (OSID=B;))

IAR (DSID=Bj, cause)
assign SID=Bk IAM (OSID=Bk)

IAR (DSID=Bk, cause) |

release SID=Bk /
REL (DSID=Ai, cause

RLC (DSID=Bi)

Figure 7.5 Example of an Unsuccessful Call and Connection Set up Sequence

release SID=AI
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7.8.4 Addresses and Address Formats

(R) 7-22  TheBSSat the B-ICI shall:

. accept the E.164 address structure for the Called Party Number
(CdPN) and Calling Party Number (CgPN) parameters

. accept the three formats of the AESA structure as defined in UNI
3.1 (Section 5.1.3.1) for the transparent transport via AESA for
Cdlled Party and AESA for Calling Party parameters.

Asan option, acarrier may support DCC and ICD AESAsin the CdPN |E of the incoming SETUP
message at the UNI. It isthe responsibility of the carrier to produce avalid IAM to be propagated
across the B-ICI. If the Transit Network Selection (TNS) IE is present in the SETUP message, it
will be used for routing purposes as specified in (R) 7-24.

The ATM Forum's UNI Specification supports only the International Format of the E.164 address
structure. To be consistent and ease the interoperability, the B-ICl will also support only the
International Format of the E.164 address structure.

ATM Forum Technical Committee Page 113



af-bici-0013.003 B-1CI Specification, V 2.0, December 1995

7.8.5 Successful Call Set Up

Figure 7.6 shows an example of the reference configuration for the B-1Cls supporting SVC
service. Calling party isthe user that sends a DSS2 SETUP message to the ATM network to
request a switched virtua connection. Originating BSS is the ATM switch that receives and
processes the SETUP message. When the originating BSS has received avalid DSS2 SETUP
message from the calling party and has determined that the call is to be routed to another BSS,
route and virtual channel selection take place. If the call needs to be routed to another carrier, it will
be set up either on adirect connection from the originating BSS to a BSS in the other carrier's
network or on a connection through an intermediate BSS. In the former case, the originating BSS
provides the connection to the BSS belonging to the other carrier's network viathe B-ICI. In the
latter case, the intermediate BSS provides the connection to the BSS belonging to the other
carrier's network viathe B-1CI.

The call may be handled by one or more transit carriers before reaching the terminating carrier. In
some cases, the call may not be handled by atransit carrier at al. The cal may pass to the
terminating BSS on a direct connection from the preceding carrier or viaan intermediate BSS
belonging to the terminating carrier. In the former case, the terminating BSS provides the B-ICI
and, in the latter case, the intermediate BSS provides the B-ICI. Terminating BSS isthe ATM
switch that processes the incoming call request (IAM) and sends a DSS2 SETUP message to the
called party. The called party is the destination UNI identified in the calling party's SV C request.
It is assumed that both the calling and the called parties use public UNIs and al carriersinvolved
are public carriers.

Originating Carrier

Orig. AT
Switch
‘LUNI

Transit Carrier (s) Terminating Carrier

Orig. ATM
Switch

Figure 7.6 An Example of B-1Cl Reference Configuration Supporting SVC
Services
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7.8.5.1 Forward Address Signaling
7.8.5.1.1 Actions Required at the Originating BSS
@ Route and Virtua Channel Selection - Assigning BSS

Appropriate routing information is stored either at the originating BSS or at a remote database to
which arequest is made. Route selection will depend on the information contained in the SETUP
message (e.g., Called Party Number, Broadband Bearer Capability, ATM Cell Rate, QOS, and
TNS), subscription parameters applicable to the originating interface and the applicable network
resources and their status.

Example codings of the message and parameter compatibility information are given in Appendices |
and Il of Q.2764, respectively.

When a call needs to be routed to another carrier, it will be set up either on adirect connection from
the originating BSS to a BSS in the other carrier's network or on a connection through an
intermediate BSS. In the latter case, the intermediate BSS provides the connection to the BSS
belonging to the other carrier viathe B-ICl.

The BSS shall deliver avalid E.164[55] address in the CdPN parameter across the B-ICI.

The selection of the route can depend on the Called Party Number, Broadband Bearer Capability,
ATM Cell Rate, QOS, TNS, and the outcome of the virtual channel assignment procedure (see
Section 7.8.2.2 (a)). The selection process may be performed at the BSS or with the assistance of
aremote database.

(R) 7-23 The originating BSS that acts as an assigning BSS for the call shall
assign VPCI/VCI values and bandwidth as described in Section 7.8.2.2 (a).

Currently, carriersin the U.S. (e.g., IECs) are identified by 3-digit carrier identification codes
(XXX codes). Starting in 1995, these codes are allowed to be expanded to 4-digit codes (XXX X).
Therefore, the requirements in this document take into account the possibility of both 3- and 4-digit
carrier identification codes.

(R) 7-24 Asacarrier option (See Section 7.3.2.2), if aTransit Network Selection |E
isincluded in the SETUP message, and the call is accepted by the network,

the call shall be routed to the carrier indicated in the Transit Network

Selection |E. The mandatory Called Party Number |E may contain no

address digits or avalid set of address digits.

If aTransit Network Selection IE is not included, routing is based on the analysis of the Called
Party Number in the Called Party Number |1E in the SETUP message.

(R) 7-25 Asacarrier option (See Section 7.3.2.2), if aTransit Network Selection |E
isnot included and the Called Party Number | E indicates that the call needs

to be routed to another carrier, the call shall be routed to the carrier identified

by subscription at the Calling Party interface.

(b) Route and Virtual Channel Selection - Non-assigning BSS
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(R) 7-26 For the originating BSS that acts as a non-assigning BSS for the call,
the route and virtual channel selection procedures shall be as defined in (a)

Route and Virtual Channel Selection - Assigning BSS above for an

assigning BSS except that the VPCI/V Cl and bandwidth assignment

procedures shall be according to Section 7.8.2.2 (b) Outgoing Calls from

the Non-Assigning BSS to the Assigning BSS.

(c) Address Information Sending Sequence

(R) 7-27 The sending sequence of address information shall be the country code
followed by the nationa (significant) number.

(d) IAM - Sent by the Assigning BSS

ThelAM in principle contains al the information that is required to route the call to the destination
BSS and connect the call to the called party (see Section 7.8.5.1.1 (a)).

(R) 7-28 The originating BSS that acts as an assigning BSS for this call shall
include the CEI (containing the selected VPCI/VCI vaues) inthe IAM as
described in Section 7.8.2.2 (a).

(R) 7-29 The originating BSS shall include the OSID (containing the selected SID)
as described in Section 7.8.3.

Broadband Bearer Capability Information Element (1E) isreceived in the SETUP message from the
user. This |E indicates the broadband connection oriented bearer service requested by the calling
user.

(R) 7-30 The originating BSS shall include the Broadband Bearer Capability (BBC)
parameter in the lAM. The coding of the coding standard subfield shall be

identical with the corresponding subfield coding in the received IE. The

contents of the parameter starting from octet 2 shall be identical with the

contents of the |E starting from octet 5.

The ATM Traffic Descriptor |E in the SETUP message from the user indicates the required traffic
parameters for the requested call. Traffic parameters include peak forward and backward cell rates
with Cell Loss Priority (CLP) = 0 and 0+1, sustainable cell rate, etc. Requirements in the current
version of this document support symmetric and asymmetric switched connections characterized by
forward and backward peak cell rate, sustainable cell rate, and maximum burst size with CLP =0
and 0+1. Symmetric connections are characterized by identical sets of traffic parameters for the
forward and backward directions. Asymmetric connections are characterized by two sets of traffic
parameters, one each for the forward and backward directions.

(R) 7-31 The originating BSS shall include the ATM Cell Rate parameter inthe IAM.
The coding of this parameter shall be based on the ATM Traffic Descriptor

|E in the SETUP message from the user. The only allowed codings of the

cell rate identifier subfields shall be forward and backward peak cell rate,

forward and backward sustainable cell rate, and forward and backward

maximum burst size for CLP = 0 and 0+1. The cell rate subfields shall be

coded according to the cell rates requested by the user. Symmetric and

asymmetric cell rate connections for CLP = 0 and 0+1 shall be supported.
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The Quality of Service |E in the SETUP message from the user indicates the requested quality of
service class for the call. Quality of Service includes the QOS class forward and QOS class
backward. Requirements in the current version of this document support connections with five
possible QOS classes as defined in the ATM Forum UNI 3.1 specification (Unspecified, Class 1,
Class 2, Class 3 and Class 4).

(R) 7-32 The originating BSS shall include the Quality of Service parameter in the
IAM. The coding of this parameter shall be based on the Quality of Service

|E in the SETUP message from the user. The alowed codings of the QOS

class forward and backward include Unspecified, Class 1, Class 2, Class 3

and Class 4. If information about the requested QOS Classis not available

at the destination BSS, the destination BSS shall generate the default

value ("unspecified QOS Class") for the QOS parameter |E in the SETUP

message to the called user.

(R) 7-33 The originating BSS shall include the Calling Party's Category parameter
coded as"ordinary calling subscriber” inthe lAM.

(R) 7-34 The originating BSS shall include the Called Party Number parameter in the
IAM. In addition, AESA for Called Party Number parameter shall be
included if the received Called Party Number |E in the SETUP message
contains AESA (asindicated by the code "0010" in the
Addressing/Numbering Plan Identification subfield).

Inclusion of an AESA for Called Party Number parameter does not preclude the inclusion of the
optional Called Party Subaddress parameter.

(R) 7-35 The address digitsin the Called Party Number |E in the SETUP message
shall determine the coding of the address digits and the nature of addressin
the Called Party Number parameter.
(R) 7-36 The Called Party Number parameter shall be formulated as follows:
Octet 1:
Bit 8 (the odd/even hit) shall be coded as follows:

0 If an even number of address digits or no address digits are included
in the address information field (beginning with octet 3)

1 If an odd number of address digits are included in the address
information field.

Bits 7654321 (nature of addressindicator) shall be codes 0000100
(international number).

Octet 2:

Bit 8 (the internal network number indicator) shall be coded O indicating that
routing to an internal network number is allowed.
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Bits 765 (the numbering plan indicator) shall be coded 001 (ISDN
numbering plan - E.164).

Bits 4321 are spare and shall be coded Os.
Octets 3-n:

The address digits shall be mapped from the address digitsin the Called
Party Number |E (if Addressing/Numbering Plan Identification = 0001) or
from the IDI of the AESA in the Called Party Number IE (if
Addressing/Numbering Plan Identification = 0010). The coding of the
address digits within the address information field shall bein Binary Coded
Decima (BCD) form. Thefirst octet of thisfield shall contain the BCD code
of the first address digit in bits 4321, and the BCD code of the second
address digit in bits 8765. If an odd number of digits are sent, bits 8765 of
the last octet of thisfield shall be set to 0000.

(R) 7-37 If the Called Party Number |E received by the originating BSS carries an
E.164 AESA, the originating BSS shall map the E.164 part of the AESA

(i.e., IDI) from the Called Party Number |E into the Called Party Number

parameter as described in the preceding requirement. The called party

number, containing only the E.164 part of the AESA, can be used together

with other parameters (see Section 7.8.5.1.1 @), for routing the call through

public networks. The entire AESA (20 octets) shall be carried in the AESA

for Called Party parameter.

The Calling Party Number (CgPN) parameter can be sent from the originating BSS towards the
destination BSS as part of the IAM. If the call is to be routed to another carrier, the CgPN is
included provided the originating carrier and the other carrier have made a prior agreement to
transfer it across the B-I1Cl. The call may be routed from the originating BSS to the other carrier on
adirect connection or on a connection to an intermediate BSS for a subsequent routing to the other
carrier.

(R) 7-38 The originating BSS shall have the capability to be set to include or not
includein the IAM the CgPN on a per connecting carrier basis.

(R) 7-39 If the call isto be routed to another carrier, the CgPN shall beincluded in
the |lAM if adlowed for the specific carrier selected to route the call further.

(R) 7-40 The originating BSS shall include the CgPN in the outgoing IAM if its
inclusionisalowed. If the Calling Party Number |E is provided by the

calling party in the SETUP message, the BSS shall verify the validity of

the E.164 addressin this|E (if Addressing/Numbering Plan Identification =

0001) or the E.164 part of the AESA in this|E (if Addressing/Numbering

Plan Identification = 0010) by screening it against the set of addresses

assigned to theinterface. If the user provided calling number isvalid, it

shall be used to code the CgPN. The default address applicable to the

originating interface shall be used when either no Calling Party Number |1E

isincluded in the SETUP message or the Calling Party Number information

in the SETUP messageisinvalid (i.e., it does not pass screening).

(R) 7-41 The coding of the CgPN shall be asfollows:
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Octet 1:
Bit 8: Odd/Even Indicator - Coded as for the CgPN Parameter

Bits 7654321 - Nature of Address Indicator. Allowable codings are as
follows:

0000100 (unique) international number
1110100 (non-unique) international number

The type of number and numbering plan identification information in the
Cadling Party Number IE in the received SETUP message shall be used to
code the nature of address indicator and numbering plan indicator subfields
of the CgPN. If auser provided number that has passed screening isto be
included in the CgPN, then a coding indicating unique shall be used. If a
default number isincluded in the CgPN, then the determination of unique
or non-unigue is based on whether the number is associated with a unique
calling party.

Octet 2:

Bit 8: Calling Party Number incomplete indicator. Code as“0” if auser
provided number isincluded (that is, the number has passed screening) or if
adefault number isprovided. Codeas“1” if neither auser supplied nor a

default calling party number is available, and the CgPN isto beincluded in
the IAM.

Bits 765: Numbering Plan Indicator.
Thisindicator shall be coded 001 (ISDN numbering plan - E.164).

Bits43: Address presentation restricted indicator. Thisfield is coded based
on information received in the calling party number |E or from subscription
information associated with the default number. Expected codings are:
00 - presentation allowed
01 - presentation restricted (default)

Bits21: Screening indicator. Expected codes are:
01 - user provided, verified and passed
11 - network provided

Octets 3-n:

When the address digits are derived from the received Calling Party Number
|E, the address digits shall be mapped from the address digitsin the calling
party number |E (if Addressing/Numbering Plan Identification = 0001) or

from the IDI of the AESA in the calling party number 1E (if

Addressing/Numbering Plan Identification = 0010).The coding of the

calling party address digits within the address information field shall bein

Binary Coded Decimal (BCD) form. The first octet of thisfield shall contain

the BCD code of the first address digit in bits 4321, and BCD code of the
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second address digit in bits 8765. If an odd number of digits are sent, bits
8765 of the last octet of thisfield shall be set to 0000.

(R) 7-42 If the received Calling Party Number |E in the SETUP message contains an
AESA (asindicated by the code "0010" in the Addressing/Numbering Plan

| dentification subfield), the AESA for Calling Party parameter will be

included in the lAM provided itsinclusion is allowed by subscription or

prior arrangement. The entire AESA (20 octets) shall be carried in the

AESA for Caling Party parameter. Theinclusion of the AESA for Calling

Party parameter in the IAM isin addition to the inclusion of the Calling

Party Number parameter.

The Calling Party Subaddress, Called Party Subaddress, Broadband High Layer Information,
Broadband Low Layer Information and ATM Adaptation Layer (AAL) parameters can be
transparently sent (i.e., without processing in the network) from the originating BSS towards the
destination BSS using the IAM. The transfer of thisinformation is based on meeting the following
two conditions:

1. Thetransfer isalowed by the subscription parameters applicable to the originating user access
interface. The originating BSS uses these subscription parameters to determine the applicability
of call requests and services.

2. Theoriginating carrier and the connecting carrier have made a prior agreement to transfer this
information across the B-ICl if the call isto be routed to that carrier. The call may be routed
from the originating BSS to the connecting carrier on adirect connection or on a connection to
an intermediate BSS for a subsequent routing to that carrier.

(R) 7-43 The originating BSS shall have the capability to be set to include or not
include in the lAM the Calling Party Subaddress, Called Party Subaddress,

Broadband High Layer Information, Broadband Low Layer Information

and AAL parameters based on the subscription parameters applicable to the

originating UNI and on a per connecting carrier basis.

(R) 7-44 If the call isto be routed to another carrier, the parameters mentioned in the
preceding requirement shall be included in the lAM provided the transfer of

thisinformation is allowed both by the user subscription and the specific

connecting carrier selected to route the call further.

(R) 7-45 The originating BSS shall include the Calling Party Subaddress parameter
in the outgoing IAM if itsinclusion is allowed and the Calling Party

Subaddress | E is received in the SETUP message from the calling user. The

coding of the standard subfield shall be identical with the corresponding

subfield coding in the received | E. The contents of the parameter starting

from octet 2 shall be identical to the contents of the |E starting from octet 5.

Inclusion of an AESA for Calling Party Number parameter does not preclude the inclusion of the
Calling Party Subaddress parameter.

(R) 7-46 The originating BSS shall include the Called Party Subaddress parameter
in the outgoing IAM if itsinclusion is allowed and the Called Party

Subaddress |E isreceived in the SETUP message from the calling user. The

coding of the standard subfield shall be identical with the corresponding
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subfield coding in the received | E. The contents of the parameter starting
from octet 2 shall be identical to the contents of the |E starting from octet 5.

(R) 7-47 The originating BSS shall include the Broadband High Layer Information
parameter in the outgoing IAM if itsinclusion is alowed and the

Broadband High Layer |E isreceived in the SETUP message from the

calling user. The coding of the standard subfield shall be identical with the

corresponding subfield coding in the received | E. The contents of the

parameter starting from octet 2 shall be identical to the contents of the |IE

starting from octet 5.

(R) 7-48 The originating BSS shall include the Broadband Low Layer Information
parameter in the outgoing IAM if itsinclusion is allowed and one or more

Broadband Low Layer |Es are received in the SETUP message from the

calling user. Based on the user subscription only the first or all the

Broadband Low Layer information | Es are accepted by the BSS for

transfer. The repeat indicator shall be coded O if only one IE isincluded and

1if more than one |IEs are included in the Broadband Low Layer

Information parameter. The priority subfield shall be coded according to the

priority (ascending, descending or no prioritized order) of the IEs included

in the parameter. The parameter field starting at octet 2 contains al

Broadband Low Layer Information |Es as received in the SETUP message.

The order of the IEsis not changed.

(R) 7-49 The originating BSS shall include the AAL parameter in the outgoing
IAM if itsinclusion is allowed and the AAL parameter IE isreceived in the

SETUP message from the calling user. The coding of the standard subfield

shall be identical with the corresponding subfield coding in the received |E.

The contents of the parameter starting from octet 2 shall be identical with the

contents of the |E starting from octet 5.

(R) 7-50 Asacarrier option (See Section 7.3.2.2), the originating BSS shall include
the Transit Network Selection (TNS) parameter inthe lAM if it needsto

indicate to a succeeding BSS the carrier selected for subsequent routing of

the call.

(R) 7-51 Asacarrier option (See Section 7.3.2.2), when included, the TNS shall
include either 3-digit carrier identification code (XXX) or 4-digit carrier
identification code (XXX X) identifying a succeeding carrier.

(R) 7-52 Asacarrier option (See Section 7.3.2.2), the Charge Number and
Originating Line Information (OLI) parameters, asa pair shall be

configurable to be included, or not, in the lAM based on the connecting

carrier and the subscribed service.

The Charge Number and OLI parameters are used to transfer information about the number to be
charged for the call and about the calling party.

(R) 7-53 Asacarrier option (See Section 7.3.2.2), when included in the IAM, the
Originating Line Information parameter shall be coded according to the
service characteristics of the originating line. These codes are the binary
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equivalents of the decimal codes used in the |l digits of inband BSS access
signaling.

The coding of the OLIP is presented in ANSI-T1.113.

If included in the 1AM, the Charge Number parameter provides an Automatic Number
Identification (ANI) to the succeeding carrier.

(R) 7-54 Asacarrier option (See Section 7.3.2.2), when the Charge Number
parameter isincluded in the IAM, it shall contain the NPA+NXX+XXXX

address digits of this ANI in the address information field of the parameter.

The odd/even indicator bit shall be coded “even number of address digits,”

and the nature of address shall be coded “ ANI of the calling party; national

number.” If the ten address digits are not available, but the NPA digitsare

available, then only the three NPA digits shall be sent in the address

information field. The odd/even indicator bit shall be coded “odd number of

address digits,” and the nature of address field should be coded “ANI of the

calling party; national number.” The numbering plan field shall be coded

“1SDN numbering plan (Recommendation E.164)” when either three or ten

digits are sent.

If no ANI address digits are available, the odd/even bit shall be coded “even number of address
digits’ and the nature of address field shall be coded “ ANI not available or not provided.” In this
case, the octet containing the nature of address code shall be the last octet of the charge number
parameter.

(R) 7-55 Asacarrier option (See Section 7.3.2.2), if the CgPN parameter isincluded
inthe IAM, the Charge Number parameter shall be omitted from the IAM if
the following conditions are met:

. The Originating Line Information parameter and the charge number
address digits are to be provided to the selected carrier.

. The CgPN parameter isincluded inthe IAM.
. The charge number address digits agree with CgPN address digits.

The presence of the Originating Line Information parameter together with
the absence of the Charge Number parameter will inform a succeeding
carrier that the charge number address agrees with the calling party address.

The Carrier Identification Parameter (CIP) code is included in the IAM on a per carier
identification code (XXX or XXXX) basis provided the originating carrier and the connecting
carrier have made a prior agreement to transfer it across the B-ICI if the call isto be routed to that
carrier. The call may be routed from the originating BSS to the connecting carrier on a direct
connection or on a connection to an intermediate BSS for a subsequent routing to that carrier. Note
that multiple carrier identification codes may be assigned to a carrier. Such acarrier may choose to
receive the CIP only for a selected subset of the carrier identification codes assigned to it.

(R) 7-56 Asacarrier option (See Section 7.3.2.2), the originating BSS shall have the
capability to be set to include or not include in the IAM the CIP on a per
carrier identification code (XXX or XXXX) basis.
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(R) 7-57 Asacarrier option (See Section 7.3.2.2), the originating BSS shall include
the CIP in the outgoing IAM if itsinclusion is allowed. When included, the
CIP shall be coded as follows:

Octet 1:

Bits 765 - Type of network identification
010 national network identification

Bits 4321 - Network identification plan
0001 3-digit carrier identification code
0010 4-digit carrier identification code

The carrier identification code digits XXX (XXXX) shall be coded in octets
2 and 3in BCD form starting with the first digit (most significant) in bits
4321 of octet 1, digit 2 in bits 8765 of octet 2, digit 3 in bits 4321 of octet
3, etc. For 3-digit carrier identification code, bits 8765 of octet 3 shall be
coded Os.

The Carrier Selection Information parameter allows a carrier to determine whether acall isrouted to
that carrier (1) because of pre-subscription, or (2) because the end user provided a carrier
identification code in the Transit Network Selection IE.

(R) 7-58 Asacarrier option (See Section 7.3.2.2), an originating BSS shall be able
to include or not include the Carrier Selection Information parameter in the
|AM based on the connecting carrier to which the call is routed.

(R) 7-59 Asacarrier option (See Section 7.3.2.2), when included, the Carrier
Selection Information parameter shall be coded asfollows:

The “selected carrier identification code pre-subscribed and not input by
calling party” code shall be used to inform the selected carrier that the 3/4-
digit (XXX/XXXX) carrier identification code used for delivering the call to
that carrier isthe pre-subscribed code associated with the originating access
for the call, and that X XX/XXXX was not input to the BSS during call
setup by the calling party. (A Transit Network Selection |E was not
included in the SETUP message).

The “selected carrier identification code pre-subscribed and input by calling
party” code shall be used to inform the selected carrier that the 3/4-digit
(XXX/IXXXX) carrier identification code used for delivering the call to that
carrier isthe pre-subscribed code associated with the originating access for
the call, and that X XX/XXXX was input to the BSS during call setup. (A
Transit Network Selection 1E with XXX/XXXX wasincluded in the
SETUP message).

The “selected carrier identification code not pre-subscribed and input by
calling party” code shall be used to inform the selected carrier that the 3/4-
digit (XXX/XXXX) carrier identification code used for delivering the call to
that carrier is not the pre-subscribed code associated with the originating
access for the call, and that X XX/XXXX was input to the BSS during
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call setup. (A Transit Network Selection |E with XXX/XXXX was
included in the SETUP message).

The Originating | SC Point Code parameter is used for statistical purposes, e.g., accumulation of
the number of incoming call/connections on an originating inter-carrier switching center basis.

(R) 7-60 If the originating BSS has been assigned an Originating | SC Point Code,
it shall have the capability to be set to include or not include in the IAM the
Originating 1SC Point Code parameter.

(R) 7-61 On sending the lAM, timer T4gp shall be started. Timer T4gp shall be
stopped on receipt of an IAA or an IAR. If neither an IAA nor an IAR has

been received when timer T 49p expires, then the reset procedure described

in Section 7.8.1 shall be followed, the management system shall be aerted,

and the VPCI/V CI and bandwidth shall be released.

Thereceived IAA will have the OSID containing the SID value, say Bi, selected by the succeeding
BSS. The originating BSS will use the SID assigned by it and Bi to establish the bearer control
association as described in Section 7.8.3. As explained in that section, all subsequent messages
from the originating to the succeeding BSS will contain Bi in the DSID.

Refer to Section 7.8.2.3 for procedures applicable to abnormal conditions related to assignment of
VPCI/VCI and bandwidth. Refer to Section 7.8.6 for unsuccessful call and connection set up
procedures.

(O) 7-2 Onreceipt of IAR, the call should be re-attempted. The call can bere-
attempted on a different route.

(R) 7-62 On sending the IAM, the originating BSS shall start timer T7p, T7p shall
be stopped on receipt of an ACM, ANM or receipt of an indication of
release from the calling party. If an ACM, ANM , or calling party releaseis
received before timer T7p expires, the originating BSS shall stop timer
T7p and process the received message or indication. If timer Tz expires
before receipt of the ACM, ANM, or calling party release, then the call shall
be released using the procedures described in Section 7.7.7. The cause
indicators parameter shall be coded as:
General location: public network serving the local user
Cause value: 102 "recovery on timer expiry"

(e IAM - Sent by the Non-Assigning BSS

(R) 7-63 The originating BSS that acts as a non-assigning BSS for this call shall
follow the procedures described in (d) above for the assigning BSS with
the exception that the CEI shall not be included in the IAM.

() Completion of Transmission Path

(R) 7-64 Through connection in both directions shall be completed on receipt of an
ANM.
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The current version of this document does not support narrowband bearer capabilities including
voice over ATM. To support such capabilities, the BSS will have to support different cut-through
requirements.

7.8.5.1.2 Actions Required at an Intermediate BSS - Originating Network

In this case, the IAM isreceived from the originating BSS.

7.8.5.1.2.1 Incoming Side of the BSS

@ Assigning BSS

(R) 7-65 After receiving the IAM, the intermediate BSS that acts as an assigning
BSSfor thiscal shall perform the assignment procedure for VPCI/VCI

and bandwidth as described in Section 7.8.2.2 (b). If thisis successful, the

IAA shall be sent immediately without waiting for further call processing.

Thereceived IAM will have the OSID containing the SID value, say Ai, selected by the originating
BSS. The intermediate BSS will use the SID assigned by it and Ai to establish the bearer control
association as described in Section 7.8.3. As explained in that section, all subsequent messages
from the intermediate to the originating BSS will contain Ai in the DSID.

(R) 7-66 ThelAA shal include the DSID containing the SID assigned by the
originating BSS and OSID containing the SID assigned by the
intermediate BSS.

(R) 7-67 ThelAA shal include the CEI (containing the selected VPCI/V CI values) .
Refer to Section 7.8.2.3 for procedures applicable to abnormal conditions related to assignment of
VPCI/VCI and bandwidth. Refer to Section 7.8.6 for unsuccessful call and connection set up
procedures.

(b) Non-Assigning BSS

(R) 7-68 After receiving the IAM, the intermediate BSS that acts as a non-assigning
BSS shall perform the assignment procedure for VPCI/VCI and

bandwidth as described in Section 7.8.2.2 (a). If thisis successful, the IAA

shall be sent immediately without waiting for further call processing.

(R) 7-69 Further procedures shall be as for the assigning BSS described in (a)
above except that CEl shall not be included in the IAA.

7.8.5.1.2.2 Outgoing Side of the BSS
@ Virtua Channel Selection

(R) 7-70 After sending the IAA, anintermediate BSS shall analyze the called party
number and the other routing information (see Section 7.8.5.1.1) to

determine the routing of the call. If the intermediate BSS can route the call

using the ATM Cell Rate, QOS, and BBC parameters specified to the

selected carrier, it shall send an IAM to that carrier. The BSS shall follow
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the assignment procedure for VPCI/V Cl and bandwidth as described in
Section 7.8.2.2.

(b) Parametersin the |[AM Sent by the Assigning BSS

(R) 7-71 The intermediate BSS that acts as an assigning BSS for this call shall
include the CEI (containing the selected VPCI/VCI vaues) in the IAM for
the outgoing connection as described in Section 7.8.2.2 (a).

(R) 7-72 Theintermediate BSS shall include in the IAM the OSID (containing the
selected SID) as described in Section 7.8.3.

(R) 7-73 Theintermediate BSS shdl include in the IAM the ATM Cell Rate,
Broadband Bearer Capability, Called Party Number, AESA for Called Party
Number if received, and Calling Party's category parameters. Thissignaling
information will be identical with that in the IAM received from the

preceding BSS.

(R) 7-74 Asacarrier option (See Section 7.3.2.2), if the call isto berouted to a
connecting carrier and the TNS would be needed by this carrier for further

routing of the call, the TNSincluded in the IAM received from the

preceding BSSis passed on transparently in the lAM for the outgoing

connection. Otherwise, the TNSin the |AM received from the preceding

BSS shall be discarded.

(R) 7-75 If the call isto be routed to another carrier, the IAM shall include the
received Called Party Subaddress, Calling Party Subaddress, AESA for

Called Party Number if recelved, AAL parameter, Broadband High Layer

Information, Broadband Low Layer Information, CgPN, CIP, Charge

Number, OLI, and Carrier Selection Information parameters based on prior

agreements between the connecting carriers. The BSS shall transfer these

parameters transparently (i.e., without any processing) from the incoming

IAM to the outgoing IAM. See Section 7.8.8 - "Propagation Delay

Determination” for an exception.

(R) 7-76 If the intermediate BSS has been assigned an Originating | SC Point Code,
it shall have the capability to be set to include or not include in the lAM the
Originating 1SC Point Code parameter.

(R) 7-77 The procedures to be followed after sending the IAM shall be as described
in Section 7.8.5.1.1 (d) for the originating BSS except that the timer T7p
related procedures shall not be applicable.

(c) Parametersin the IAM Sent by the Non-Assigning BSS

(R) 7-78 Theintermediate BSS that acts as a non-assigning BSS for this call shall
follow the procedures described in (b) above for the assigning BSS with
the exception that the CEI shall not be included in the IAM.

(d) Sending of Exit Message
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An Exit Message (EXM) is needed for acall routed to another carrier. It is generated at an outgoing
gateway BSSin anetwork and sent in the backward direction to notify preceding BSSsthat call set
up information has successfully progressed to the succeeding network. This message generally
does not cross a network boundary.

(R) 7-79 Asacarrier option (See Section 7.3.2.2), after sending the |[AM to a
connecting carrier, the intermediate BSS shall await the |AA, or IAR from

that carrier If an 1AA isreceived for the outgoing connection, the

intermediate BSS shall formulate and send an EXM to the originating

BSS. The sending of an EXM shall precede any ACM or ANM for the

call sent to the originating BSS.

(R) 7-80 Asacarrier option (See Section 7.3.2.2), if an IAR isreceived and an
automatic re-attempt is made by the intermediate BSS, the procedure

described in the preceding requirement shall be repeated when the IAM

associated with the re-attempt is sent.

The Outgoing Facility Identifier parameter carries the identification of the outgoing facility on
which the call attempt to the connecting carrier was made by the intermediate BSS. This parameter
consists of the VPCI used for the outgoing call attempt and the signaling point code of the BSS at
the far-end of this VPCI.

(R) 7-81 After sending the lAM to a connecting carrier, the intermediate BSS shall
send an REL towards the originating BSS in response to the received IAR

(when no re-attempt is made) or T40p expiry. Asacarrier option (See

Section 7.3.2.2), the REL shall include the Outgoing Facility Identifier

parameter if the intermediate BSS can identify the outgoing facility on

which the call attempt to the connecting carrier was made.

(R) 7-82 Asacarrier option (See Section 7.3.2.2), the EXM shall include the DSID
containing the SID assigned by the originating BSS.

(R) 7-83 Asacarrier option (See Section 7.3.2.2), the EXM shall include the
Outgoing Facility Identifier parameter.

(e Completion of Transmission Path

(R) 7-84 Through connection in both directions shall be completed on receipt of an
ANM. The B-ICI Version 2.0 does not support narrowband bearer

capabilitiesincluding voice over ATM. To support voice over ATM, the

BSS will have to support different cut-through requirements which are for

further study.

7.8.5.1.3 Actions Required at an Intermediate BSS - Transit Carrier
A transit carrier would be any carrier between the originating and terminating carriers. A call may
be handled by one or more transit carriers. In some cases, a call may be routed directly from the
originating carrier to the terminating carrier without passing through atransit carrier.

(R) 7-85 An intermediate BSS in atransit carrier shall meet the same requirements
described above for the intermediate BSS in the originating carrier.
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(R) 7-86 If the intermediate BSS has been assigned an Originating | SC Point Code,
it shall have the capability to be set to delete the Originating | SC Point Code
parameter from the outgoing IAM.

7.8.5.1.4 Actions Required at an Intermediate BSS - Terminating Network

This section gives requirements for an intermediate BSS that receives a call from another carrier
and routes it to aterminating BSS serving the called party. As an example, acall can originatein a
LEC, pass through atransit carrier (e.g., an IEC) and isrouted to a (possibly another) LEC
serving the called party.

7.8.5.1.4.1 Incoming Side of the BSS

@ Assigning BSS
(R) 7-87 Same requirements asin Section 7.8.5.1.2.1 (a) shall be applicable except
that the preceding BSS in this case is the BSS belonging to the carrier
routing the call to the terminating carrier.

(b) Non-Assigning BSS

(R) 7-88 The requirementsin Section 7.8.5.1.2.1 (b) shall apply.

7.8.5.1.4.2 Outgoing Side of the BSS
@ Virtua Channel Selection

(R) 7-89 If the intermediate BSS receives the TNS from the preceding carrier, it
shall release the call as described in Section 7.8.7. The cause indicators
parameter shall be coded as:

General location: public network serving the remote user
Cause value: 111 "protocol error - unspecified"

(R) 7-90 After sending the |AA to the preceding carrier, an intermediate BSS shall
analyze the Called Party Number. If the intermediate BSS can route the call

using the ATM Cell Rate, QOS, and BBC parameters specified to the

destination, it shall send an |AM to the destination BSS. The BSS shall

follow the assignment procedure for VPCI/V Cl and bandwidth as described

in Section 7.8.2.2.

(b) Parametersin the |[AM Sent by the Assigning BSS

(R) 7-91 The intermediate BSS that acts as an assigning BSS for this call shall
include the CEI (containing the selected VPCI/VCI vaues) in the IAM for
the outgoing connection as described in Section 7.8.2.2 (a).

(R) 7-92 Theintermediate BSS shall include in the IAM the OSID (containing the
selected SID) as described in Section 7.8.3.
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(R) 7-93 Theintermediate BSS shall include in the outgoing IAM the ATM Cdll
Rate, BBC, Called Party Number, AESA for Called Party Number if
received, and Calling Party's Category parameters asin the received IAM.

(R) 7-94 The business arrangement between the terminating and the preceding
networks shall determine whether the CgPN and AESA for CgPN

parameters (if received), the information whose transfer is governed by user

subscription parameters (if received), described in Section 7.8.5.1.1 (d) or

other parameters are accepted and included (as received) in the outgoing

IAM. (See Section 7.8.8 - "Propagation Delay Determination™ for an

exception). The BSS shall have the capability to be set to include or not

include any of the above parametersin the outgoing IAM.

(R) 7-95 The preceding requirement shall take precedence over the compatibility
instructions included in such parameters and the instructions

notwithstanding, the intermediate BSS may discard these parameters or

any unrecognized parameter or a parameter with unrecognized value. In

other words, the screening (policing) functions specified in the preceding

requirement shall take precedence over compatibility instructions.

(R) 7-96 If the intermediate BSS has been assigned an Originating | SC Point Code,
it shall have the capability to be set to delete the Originating | SC Point Code
parameter from the outgoing IAM.

(R) 7-97 The procedures to be followed after sending the IAM shall be as described
in Section 7.8.5.1.1 (d) for the originating BSS except that the timer T7p

related procedures shall not be applicable.
(c) Parametersin the IAM Sent by the Non-Assigning BSS

(R) 7-98 Theintermediate BSS that acts as a non-assigning BSS for this call shall
follow the procedures described in (b) above for the assigning BSS with
the exception that the CEI shall not be included in the IAM.

(d) Completion of Transmission Path

(R) 7-99 The requirementsin Section 7.8.5.1.2.2 (e) shall apply.
7.8.5.1.5 Actions Required at the Destination BSS - Terminating Network

The terminating BSS may receive acall from another carrier either on a direct connection or viaan
intermediate BSS. The requirements in this section are applicable for both of these cases.

@ Incoming Side - Assigning BSS

(R) 7-100  After receiving the lAM, the destination BSS that acts as an assigning
BSSfor thiscal shall perform the assignment procedure for VPCI/VCI

and bandwidth as described in Section 7.8.2.2 (b). If thisis successful, the

IAA shall be sent immediately without waiting for further call processing.

The received IAM will have the OSID containing the SID value, say Ai, selected by the preceding
BSS. The destination BSS will use the SID assigned by it and Ai to establish the bearer control
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association as described in Section 7.8.3. As explained in that section, all subsequent messages
from the destination to the preceding BSS will contain Ai inthe DSID.

(R) 7-101 ThelAA shdl include the DSID containing SID assigned by the preceding
BSS and OSID containing the SID assigned by the destination BSS.

(R) 7-102 ThelAA shdl include the CEl (containing the selected VPCI/V CI vaues).
Refer to Section 7.8.2.3 for procedures applicable to abnormal conditions related to assignment of
VPCI/VCI and bandwidth. Refer to Section 7.8.6 for unsuccessful call and connection set up
procedures.

(b) Incoming Side - Non-Assigning BSS

(R) 7-103  After receiving the IAM, the destination BSS that acts as anon-assigning
BSS shall perform the assignment procedure for VPCI/VCI and

bandwidth as described in Section 7.8.2.2 (a). If thisis successful, the IAA

shall be sent immediately without waiting for further call processing.

(R) 7-104  Further procedures shall be as for the assigning BSS described in (a)
above except that CEl shall not be included in the IAA.

(c) Call Processing

(R) 7-105 If thecall iscoming in on adirect connection from another carrier, the
business arrangement between the terminating carrier and the preceding

carrier (the carrier routing the call to the terminating carrier) shal determine

whether the Calling Party Number and AESA for Calling Party Number

parameters (if received), the information whose transfer is governed by user

subscription parameters (if received), described in Section 7.8.5.1.1 (d) or

other parameters are accepted. The BSS shall have the capability to be set

to accept and process or not accept any of the above parameters.

(R) 7-106  The preceding requirement shall take precedence over the compatibility
instructions included in such parameters and the instructions

notwithstanding, the destination BSS may discard these parameters or any

unrecognized parameter or a parameter with unrecognized value. In other

words, the screening (policing) functions specified in the preceding

requirement shall take precedence over compatibility instructions. In

particular, if the BSS receives the TNS from the preceding carrier, it shall

release the call as described in Section 7.8.5.1.4.2 (a).

(R) 7-107 If the destination BSS has been assigned an Originating | SC Point Code,
it shall have the capability to be set to delete the Originating | SC Point Code
parameter from the SETUP to the called party.

(R) 7-108 After sending the lAA, the destination BSS shall analyze the called party
number to determine to which party the call should be connected. It shall

also check the called party's access condition and perform various checks to

determine whether or not the called party is alowed to receive the call.

Page 130 ATM Forum Technical Committee



B-1CI Specification, V 2.0, December 1995

If the connection is allowed, the destination BSS will proceed to offer the call to the called party by
sending a DSS2 SETUP message.

(R) 7-109  On sending the SETUP message, the BSS setstimer T3pz. If aDSS2
ALERTING, aCONNECT or aRELEASE COMPLETE messageis

received before this timer expires, an ACM, an ANM or an REL,

respectively, shall be sent to the preceding BSS. If timer T3p3 expires, the

SETUP message is sent again, Tzpz isrestarted and an ACM issent. If a

CALL PROCEEDING messageis received before expiry of T3pz, timer

T310isset awaiting ALERTING, CONNECT or a RELEASE message.

(R) 7-110 If the|AM contains information from the originating access (in the SETUP
message) carried in the parameters mentioned in Section 7.8.5.1.1 (d), it
shall be transferred unaltered in the SETUP message sent to the called user.

(R) 7-111  If the destination BSS receives the AESA for Called Party inthe IAM, it
shall map the AESA into the Called Party Number |E to beincluded in the
SETUP message.

Both the CgPN parameter and the AESA for Calling Party parameter may be present in the lAM.
The selection between the two parameters for mapping into the CgPN |E in the SETUP message
shall depend on the services operating at the destination local BSS.
7.8.5.2 Address Complete M essage
7.8.5.2.1 Actions Required at the Destination BSS
(R) 7-112 An ACM shall be sent from the destination BSS as soon as it has been
determined that the complete called party number has been received and to
convey indications of the called party's status.

(R) 7-113 Thecdled party's statusindicator in the called party's indicators parameter
included in the ACM shall be coded asfollows.

(& "Noindication" if the ACM is sent because of T303 expiry.

In this case, the indication that the destination user isbeing alerted is
transferred in a Call Progress Message (see Section 7.8.5.3).

(b) "Alerting" if an ALERTING message is received.

(R) 7-114 Thecalled party's category indicator in the called party'sindicators
parameter shall be set as "ordinary subscriber".

(R) 7-115 The ACM shall include the DSID containing the SID assigned by the
preceding BSS.

7.8.5.2.2 ActionsRequired at an Intermediate BSS

(R) 7-116  Onreceipt of the ACM, an intermediate BSS shall send the corresponding
ACM towards the preceding BSS.

7.8.5.2.3 Actions Required at the Originating BSS
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(R) 7-117 Onrecept of the ACM at the originating BSS, timer T7p shall be stopped.

7.8.5.2.4 Through Connection and Answer Indication at the Destination BSS

(R) 7-118 Thedestination BSS shall through connect after receiving the CONNECT
message from the called party and before sending the ANM.

7.8.5.3 Call Progress Message (Basic Call)

For abasic call, the Call Progress Message (CPG) is sent only after the ACM. The CPG is sent
from a BSS in the backward direction indicating that an event has occurred during call set-up
which should be relayed to the calling party.

7.8.5.3.1 Actions Required at the Destination BSS

(R) 7-119 The CPG snal be sent from the destination BSS if the ACM has been sent
and subsequently:
- an ALERTING messageis received from the called party. The CPG shall
contain the called party's Indicators parameter with the called party's status
set to "alerting”. The called party's category indicator in the called party's
indicators parameter shall be set as "ordinary subscriber".

(R) 7-120 The CPG shdl include the DSID containing the SID assigned by the
preceding switch.

7.8.5.3.2 Actions Required at an Intermediate BSS

(R) 7-121  Onreceipt of the CPG, an intermediate BSS shall send the corresponding
CPG to the preceding BSS.

7.8.5.3.3 Actions Required at the Originating BSS

(R) 7-122  Onreceipt of the CPG at the originating BSS, no call state change shall
occur.

7.8.5.4 Answer M essage
7.8.5.4.1 Actions Required at the Destination BSS

(R) 7-123  When the DSS2 CONNECT message is received from the called party, the
destination BSS shall send an ANM to the preceding BSS.

(R) 7-124 The ANM shal include the DSID containing the SID assigned by the
preceding BSS.

The ANM can transport AAL-parameters parameter and broadband low layer information
parameter transparently from the terminating access to the originating BSS.

(R) 7-125 Thedestination BSS shall include the AAL-parameters parameter and
Broadband Low Layer Information parameter in the ANM if their inclusion
isalowed and the AAL-parameters | E and Broadband Low Layer
Information |E are received in the CONNECT message from the called user.
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The coding of these parameters shall be as described in Section 7.8.5.1.1
(d). The AAL- parameters |E and only one Broadband Low Layer
Information |E will be transferred.

Through connection: see Section 7.8.5.2.4.
7.8.5.4.2 Actions Required at an Intermediate BSS

(R) 7-126  Upon receipt of the ANM, the intermediate BSS shall through connect the
virtua connection in both directions and send the corresponding ANM
towards the preceding BSS.

7.8.5.4.3 Actions Required at the Originating BSS

(R) 7-127 When the originating BSS receives the ANM indicating that the required call
and connection have been completed, the following occurs:
- the timer T7p shall be stopped if it is till running,
- the virtual connection to the calling party shall be connected in both
directions, and
- aDSS2 CONNECT message shall be sent to the calling party.

If the ANM contains information from the terminating access carried in the parameters mentioned
in Section 7.8.5.4.1, it shall be transferred in the CONNECT message to the calling user.

7.8.5.5 Storage and Release of Information

(R) 7-128 During the call and connection set-up itself, each relevant BSS shall store
information contained in the lAM sent by the originating BSS or
received at the intermediate or destination BSS. The information that must
be stored shall include al parameters within the lAM.

(R) 7-129 ThelAM information shall not be released from memory:

(@) inthe originating or intermediate BSS, before the ACM or ANM has
been received.

(b) in the destination BSS, before the ACM or ANM has been sent.

The IAM information can be released from memory in all BSSs when
the call is released prematurely and no automatic repeat attempt isto be
made.

7.8.6 Unsuccessful Call and Connection Set Up
7.8.6.1 L ack of Resources at the Incoming Side

(R) 7-130 If a any timeacall or connection leg cannot be completed due to alack of
resources at the incoming side (e.g., SIDs, VPCI/VCI or bandwidth), the

BSS receiving the IAM shall immediately start the release of the call and

connection and send an IAR towards the preceding BSS. The IAR shall

contain the DSID and cause indicators parameter. Cause vaue 47 (resource
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unavailable - unspecified) shall be included if no SIDs were available; cause
value 45 (no VPCI/VCI available) shall beincluded in the case of alack of
VPCI/VCI; and cause value 37 (ATM Cell Rate not available) shall be
included in the case of alack of bandwidth. Theincoming signaling
association shall be deleted.

7.8.6.2 Lack of Resources at the Outgoing Side

(R) 7-131 If atany timeacall or connection leg cannot be completed due to alack of
resources at the outgoing side (e.g., SIDs, VPCI/VCI or bandwidth), the

BSS shall immediately start the release of the call and connection and shall

send an REL towards the preceding BSS. The REL shall contain the

DSID and cause indicators parameter. Cause value 47 (resource unavailable

- unspecified) shal beincluded if no SIDs were available, cause value 45

(no VPCI/VCI available) shall beincluded in the case of alack of

VPCI/VCI; and cause value 37 (ATM Cell Rate not available) shall be

included in the case of alack of bandwidth. Further procedures shall be as

in Section 7.8.7.1.

7.8.6.3 Actions at a BSS Receiving an |AM Reject M essage.

(R) 7-132 Onreceipt of an IAR, aBSS shall release the VPCI/VCI and the
bandwidth (if applicable), and shall terminate the outgoing signaling

association, i.e., it shall release the SID assigned to the outgoing

connection. The BSS may re-attempt the call on an alternate route.

(R) 7-133 If dl attemptsto route the call have failed, the BSS shall:
@ Immediately start the release of the call and connection.
(b) If thisisan intermediate BSS, it shall send an REL with the recelved
cause value towards the preceding BSS. Further procedures shall
be asin Section 7.8.7.1.
(c) If thisisan originating BSS, it shall send a DSS2 RELEASE
message with the recelved cause value to the calling user.

7.8.6.4 Actions at a BSS Receiving a Release M essage

(R) 7-134  Onreceipt of an REL from the succeeding BSS after receipt of the IAA,
but before receipt of the ACM or ANM, the BSS shall release the

VPCI/VCI and the bandwidth, and shall send an RLC. The outgoing

signaling association shall be terminated, i.e., it shall release the SID

assigned to the outgoing connection.

@ If thisis the controlling BSS (i.e. the BSS controlling the call),
it may attempt to re-route the call.

(b) If thisis not the controlling BSS or if al attemptsto re-route the
cal havefailed:
M) If thisisan intermediate BSS, it shall send an REL with the
received cause value towards the preceding BSS. Further
procedures shall be asin Section 7.8.7.1.

Page 134 ATM Forum Technical Committee



B-1CI Specification, V 2.0, December 1995

(i) If thisisan originating BSS, it shall send a DSS2
REL EASE message with the received cause value to the
calling user.

7.8.6.5 Address Incomplete

(R) 7-135 If aBSS determinesthat the proper number of digits for routing the
connection has not been received, an REL shall be sent towards the
preceding BSS with cause "address incomplete”.

7.8.7 Normal Call Release
7.8.7.1 General

The release procedure is a confirmed operation. The REL initiates release of the call and virtua
channel connection, and the RLC signifies completion of the release. The same procedures are
used in the network irrespective of whether they areinitiated by the calling party, the called party or
the network.

(R) 7-136 TheREL shall include the DSID and cause indicators parameter coded with
the appropriate cause value and location. These are specified in ITU-T

Recs. Q.850 and Q.2610. On sending an REL, a BSS shall start timer

T1p and await receipt of an RLC. If an RLC isreceived beforetimer T1p

expires, the timer shall be stopped and the requirements listed in this section

shall be followed. If timer T1p expires before receipt of an RLC, the BSS

shall aert the management system and reset the VPCI/VCI using the

procedures given in Section 7.9.1.

(R) 7-137 Any BSSreceiving an REL shall perform the following actionsin the
order shown:
- the associated VPCI/V CI shall be made available for new traffic,
- the bandwidth shall be made available for new traffic (applicable for an
assigning BSS),
- an RLC shall be returned,
- the signaling association (SIDs) shall be terminated.

(R) 7-138 A BSSthat hasinitiated the release procedure by sending an REL shall
perform the following actions on receipt of the RLC:
- stop timer T1p
- the associated VPCI/V CI shall be made available for new traffic,
- the bandwidth shall be made available for new traffic (applicable for an
assigning BSS),
- the signaling association (SIDs) shall be terminated.

The following sections describe additional required actions.

7.8.7.2 Release Initiated by a Calling Party
@ Actions Required at the Originating BSS
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(R) 7-139 Onrecept of arequest to release the call from the calling party, the
originating BSS shall immediately start the release of the ATM
connection. An REL shall be sent towards the succeeding BSS with the
cause indicators parameter. The cause indicators parameter shall be coded
as.
general location: user
cause value: 16 "normal clearing".

In case of a premature release by the calling party, arelease indication is received from the calling
party before the call is established.

(R) 7-140 Incaseof apremature release by the calling party, the BSS shall
immediately release the resources towards the calling party, but shall delay

the release of the connection towards the succeeding BSS until receipt of

the IAA.

(b) Actions a an Intermediate BSS

(R) 7-141  Onreceipt of the REL, an intermediate BSS shall send an REL towards
the succeeding BSS with the received cause indicators parameter. The

release of the connection towards the succeeding BSS shall not occur until

after the receipt of the lAA.

(c) Actions Required at the Destination BSS

(R) 7-142  Onreceipt of the REL from the preceding BSS, the destination BSS
shall immediately release the resources towards the called party by sending

the DSS2 REL EASE message including acause |E. The cause |E shall be

mapped from the received cause indicators parameter.

(d) Callision of Release Messages

(R) 7-143 If two pointsin aconnection initiate release of acall, an REL may be
received at aBSS from a succeeding or preceding BSS after the release

of the call isinitiated. In thiscase, the BSS shall return an RLC towards

the BSS from which it received the REL. The RLC shall be sent when the

call and connection have been cleared.

7.8.7.3 Release Initiated by a Called Party

(R) 7-144 Theproceduresin Section 7.8.7.2 shall apply, except that the functions at
the originating and destination BSSs are transposed.

7.8.7.4 Release I nitiated by the Networ k

(R) 7-145 Theproceduresin Section 7.8.7.2 shall apply, except that they can be
initiated at any BSS. To initiate release of incoming and outgoing

connections, REL s shall be sent to the preceding and succeeding BSSs

with the cause indicators parameter coded with the appropriate cause value.

When the originating and destination BSSs receive the RELSs, they shall

send DSS2 REL EA SE messages to the calling and called users,
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respectively. The cause |Esin the REL EASE messages shall be mapped
from the cause indicators parameter in the corresponding REL.

7.8.7.5 Suspend, Resume (Network Initiated)

The suspend and resume (network initiated) procedures are only applicable in the case of
interworking with N-ISDN User Part. An interworking BSS is defined as the switch performing
interworking between B-ISDN User Part and N-ISDN User Part (N-1SDN interworking switch).
The suspend and resume procedures will be invoked only by a destination BSS when the called
party has a non-ISDN access. Suspend and resume messages will be received by an ATM switch
only through an interworking BSS, i.e., these messages will be generated by N-1SUP and simply
passed through by BISUP.

The current version of this document does not address BISUP requirements to support
interworking with N-ISDN. Therefore, requirements for suspend and resume (network initiated)
procedures are not provided in the current version of this document.

7.8.8 Propagation Delay Deter mination

The propagation delay determination procedure using BISUP isdefined in ITU-T Rec. Q.2764.
This procedure provides ameans to determine the total propagation delay for a connection..

A propagation delay value would be measured and pre-stored for each virtual path going out of
every BSS for which the BSSisthe assigning BSS.

The propagation delay information is accumulated during call set up in the forward direction by
increasing the propagation delay counter parameter contained in the IAM. The cumulative delay
valueis sent in the backward direction as call history information parameter in the ANM before the
active phase of acall.

The ATM Forum UNI Specification Version 3.1 does not provide access protocol requirements for
supporting end-to-end propagation delay determination. Therefore, the current version of this
document does not address BISUP requirements to support end-to-end propagation delay
determination.
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7.9 BISUP Maintenance Control Functions
This subsection contains the description of the maintenance control functions relating to:

The reset of resources

The blocking of virtual paths

Remote User Part availability procedure
Transmission alarm handling
Automatic congestion control

Signaling congestion control procedure
Destination unavailability control
VPCI/VPI consistency check procedure

The BISUP messages associated with maintenance control functions are: Blocking (BLO),
Blocking Acknowledgment (BLA), Unblocking (UBL), Unblocking Acknowledgment (UBA),
Reset (RSM), Reset Acknowledgment (RAM), User Part Test (UPT), User Part Available (UPA),
Consistency Check Request (CCR), Consistency Check Request Acknowledgment (CCRA),
Consistency Check End (CCE), and Consistency Check End Acknowledgment (CCEA).

7.9.1 Reset Procedure

The reset procedure is used to return signaling identifiers and connection elements (virtual channel
links/path connections) to theidle condition. The procedure isinvoked under abnormal conditions
when the current status of the Signaling Identifiers (SIDs) or the Connection Element Identifiers
(CEls) is unknown or ambiguous. For example, a switching system that has suffered memory
mutilation will not know the status of SIDs and virtual channel connections, e.g., idle, busy
incoming, busy outgoing, etc. Theidentifiers and virtual channel links/path connections (and any
associated bandwidth) between the two adjacent nodes should therefore be reset to the idle
condition and the resources made available for new traffic.

In order to indicate what resources are to be reset, the Reset message contains a Resource Identifier
parameter. This parameter consists of two subfields: "Resource Indicator" and "Resource Vaue'.
The resource indicator identifies the resource type to be reset (e.g., VPCI) and the resource value
identifies the specific instance of the resource to be reset. If the resource indicator in this parameter
isset to "remote SID" the resource value will indicate the local SID reference at the sending node (
the remote reference at the receiving node). If the resource indicator is set to "local SID" then the
resource value will indicate the remote SID reference at the sending node (the local reference at the
receiving node). If theresource indicator isset to "VPCI," or "VPCI/VCI" the resource value will
indicate the virtual channel/path link common to both the sending and receiving nodes.

(R) 7-146 Thereset procedure shall be initiated for the following signaling anomalies
detected by the B-ISDN signaling system. These anomalies are detected by
the protocol procedures, reported to the BSS management functions, and
thusinitiate the reset procedure:

An unexpected message is one which contains a message type code that is
within the set supported by the BSS but is not expected to be received in
the current state of the call.

An unexpected message for the following requirement is any message other
than an |AA or IAR.
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. If an unexpected message is received while awaiting the lAM
Acknowledge message, the BSS shall send a reset message to
reset the remote SID.

An unexpected message for the following requirement is any message other
than an ACM, ANM, or REL.

. If an unexpected message is received while awaiting the Address
Complete message, the BSS shall send areset message to reset the
local SID.

. Onthe expiry of Timer T1p, "Await Release Complete”, the BSS
shall send areset message to reset the VPCI/V CI.

. If an unexpected message is received relating to an unallocated SID,
the BSS shall send a reset message to reset the remote SID.

. On the expiry of Timer T40b, "Await IAM Acknowledgment”, an

assigning BSS shall send a reset message to reset the VPCI/VCI and
remove the VPCI/V CI and bandwidth from service; a non-assigning
BSS shall send a reset message to reset the remote SID.

. If the BSS detects a missing mandatory parameter, then the BSS
shall send areset message to reset thelocal SID.

. If amaintenance action is invoked due to memory mutilation, e.g.,
losing the association information between asignaling ID and a
Connection Element identifier, the BSS shall send areset message
to reset each affected VPCI.

. If amaintenance action isinvoked involving start-up and restart of a
BSS and/or asignaling system, the BSS shall send a reset message
to reset each affected VPCI.

7.9.1.1 Actions at Reset Initiating BSS

(R) 7-147 Toinitiate reset procedures, a RSM message shall be sent. The message
shall contain the resource identifier parameter.

(R) 7-148 On sending the RSM message, the BSS shall stop sending ATM cellson
the connection, if applicable.

(R) 7-149 On sending the RSM message, the BSS shall start timers T16b and T17b,
and wait for the RAM message. Timers T16b and T17b shall be stopped on
receipt of the RAM message. If timer T16p expires before receipt of RAM,

the procedure in Section 7.9.1.3 shall be followed.

(R) 7-150 Onreceiving the RAM, the affected BSS (the reset initiating BSS) will
place the referenced resource it controlsin the "idle" state, and return all

associated bandwidth on the virtual path which the BSS controlsto the

"available" state (i.e., send indication to resource control mechanism).
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(R) 7-151 If theresource reset was "V PCI," the BSS shall idle all associated
signaling identifiers, i.e., delete al signaling associations related to that
VPCI.

The Virtual Path blocking conditions are affected by reset of "VPCI" asfollows:

(R) 7-152  Any local blocking condition related to the reset VPCI shall be removed
when the RAM isreceived.

(R) 7-153  Any remote blocking condition related to the reset VPCI shall be removed
when the RAM isreceived, unless a BLO message has been received since

the sending of the RSM message relating to the concerned VPCI, in which

case the remote blocking condition shall be reinstated.

(R) 7-154  The blocking conditions shall be unaffected by other types of reset.

(R) 7-155 TheBSS shall notify the management system of the outcome of the VPCI
reset procedure when blocking is active on that VPCI.

7.9.1.2 Actions at Reset Responding BSS
(R) 7-156 Onreceiving aRSM message, the receiving (unaffected) BSS shall:

@ If it isthe incoming or outgoing BSS on a connection in any
call/connection state, the BSS shall accept the message as a request
toidleresourcesit controls. It shall respond by sending aRAM after
the indicated resource, the bandwidth if it is the controlling BSS
for the virtual path affected, and all associated identifiers (SIDs,
VPCI/VCls, where applicable) on the concerned link have been
made available for new traffic.

If a"CEl: VPCI" isreset, then all VCls and SIDs associated with
the virtual path link shall be released;

(b) If the recelved resource (SID, VPCI/VCI, VPCI) isnot alocated
(idle condition), the BSS shall accept it as arelease request and
therefore respond by sending aRAM message,

(c) Any interconnected virtua path/channel links and all associated
resources shall be released by an appropriate method (e.g., Release)
except in the case of cal/connections that are currently awaiting the
IAM Acknowledgment; in this case, an automatic repesat attempt is
applicable.

(d) If the RSM message is received after having sent a RSM message,
the BSS shall respond with aRAM. The associated identifiers and
the bandwidth, if applicable, shall be made available for service.

(e) If the Resource indicator is set to "CEIl: VPCI" and if the affected
virtua pathisinthelocally blocked state, the RSM message shall be
accepted as arequest to idle all resources (signaling identifiers,
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VPCI, VPCI/VCI). The affected virtual path shall be returned to the
locally blocked state. A BLO message with a Resource indicator set
to "CEIl: VPCI" indicating the affected virtual path shall be sent. A
RAM message shall be sent following the BLO message.

() If the Resource indicator is set to "CEIl: VPCI" and if the affected
virtual path isin aremotely blocked state, the remotely blocked state
shall be removed.

7.9.1.3 Abnormal Reset Procedures

(R) 7-157 If aRAM isrecelved whichisnot a correct response to a sent RSM
message, it shall be discarded.

(R) 7-158 If aRSM message is received requesting reset of aresource (e.g.,
connection element identifier) that is not controlled by the B-ISDN User
Part, it shall be discarded.

(R) 7-159 If the RAM isnot received before expiry of T16h, the RSM shall be sent
again and T1ep shall berestarted. If T17p expires before receipt of the

RAM, T16b shall be stopped, T17p shall be restarted, management system

shall be notified and RSM shall be sent again. Subsequently, RSM shall be

sent at intervals of T17p until the RAM isreceived or maintenance

intervention occurs.

7.9.1.4 Performance Monitoring Counts of Resets

Note: There is an agreement to include a count of resets performed by the BSS, but no text is
proposed for the requirement at thistime.

7.9.2 Blocking and Unblocking of Virtual Paths

The virtual path blocking procedureis provided to prevent avirtual path from being selected for
carrying new non-test call/connections. This procedure can be initiated automatically, e.g., under
fault conditions, or manually, to permit testing or other BSS management functions, e.g., to
perform the VPCI Consistency Check procedure.

Blocking can beinitiated by the BSS at either end of avirtual path. The virtual pathis put into a
blocked state at both ends and the bandwidth becomes unavailable. A blocked virtual path cannot
be selected for new non-test traffic by either BSS; however, test call/connections can be completed
in either direction independent of the blocking state. Test calls must not return avirtual path to
service.

(R) 7-160  An Acknowledgment message shall be required for each blocking and
unblocking request. The Acknowledgment is not sent until the appropriate
action, blocking or unblocking, has been taken.

(R) 7- 161 Unblocking shall only be initiated by the same BSS which initiated the
blocking by sending an UBL or RSM (VPCI) message (see Section 7.8.1.1
also). At either end of avirtual path, the blocked state is removed and the

bandwidth becomes available again.
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7.9.2.1 Initiating Blocking

(R) 7-162 When the assigning or non-assigning BSS initiates the blocking procedure
it shall send the BL O message with the Resource identifier set to "CEl:

VPCI," indicating the affected VPCI. The virtual path shal be put into the

locally blocked state, and no new non-test call/connections can be completed

over thisvirtua path, in either direction.

(R) 7-163  On sending the BLO message, the BSS shall start timer T12p awaiting the
BLA message. When the BLA message isreceived, timer T12p shall be

stopped. If the BLA message is not received before timer T12p expires,

then the management system shall be informed.

(R) 7-164 When the BLA message is received, the management system shall be
informed of the completion of the blocking.

7.9.2.2 Initiating Unblocking

(R) 7-165 When the BSSinitiates the unblocking procedure, it shall send the UBL
message with the Resource identifier set to "VPCI," indicating the
affected VPCI.

(R) 7-166  On sending the UBL message, the BSS shall start timer T14p and wait for
the UBA message. When the UBL Acknowledgment messageis received,

timer T14p shall be stopped. If the UBA messageis not received before

timer T14p expires, then the management system shall be informed.

(R) 7-167 When the UBA message isreceived, the local blocking condition for the
virtual path shall be removed. The management system shall be informed.

7.9.2.3 Receiving Blocking

(R) 7-168 When the BSS receives the BLO message indicating the affected VPCI,
the virtual path shall be put into the remotely blocked state and the

bandwidth shall become unavailable. No new non-test calls/connections

can be completed over thisvirtual path in either direction. A BLA message

shall then be sent.

7.9.2.4 Receiving Unblocking

(R) 7-169 When the BSS receives the UBL message indicating the affected VPCI,
the remotely blocked state for the virtual path shall be removed, the

bandwidth shall become available again for traffic, and the UBA message

shall be sent.

7.9.2.5 Abnormal Procedures

(R) 7-170 (a) If aBLO message isreceived for avirtual path connection whichis
aready in aremotely blocked state, a BLA message shall be sent.
(b) If an UBL messageisreceived for avirtua path connection whichis
not in aremotely blocked state, an UBA message shall be sent.
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(c) If aBLO message isreceived for avirtual path connection whichis
not under the control of the B-ISDN User Part, it shall be discarded.

7.9.3 User Part Availability Procedure

User part availability procedure is not supported.

7.9.4 Transmission Alarm Handling

(R) 7-171  Sincefully digital transmission systems are provided between two BSSs,
which have some inherent fault indication feature giving an indication to the

switching system when faults on transmission path level and/or virtua path

level are detected, the switching system shall inhibit selection of the virtual

paths concerned for the period the fault conditions persist. No specid

actions are required for active call/connections.

7.9.5 Automatic Congestion Control

Automatic congestion control is used when a BSSisin an overload condition. Two levels of
congestion are distinguished, aless severe congestion threshold (congestion level 1) and a more
severe congestion threshold (congestion level 2). These congestion levels are dependent on the
implementation of the BSS.

(R) 7-172 Thecall control and maintenance control functions shall be able to
communicate to meet the following requirements.

(R) 7-173 If either of the two congestion thresholds is reached, an Automatic
Congestion Level parameter shall be included in all Release messages. This

parameter indicates the level of congestion (congestion level 1 or 2) to the

adjacent switches.

(R) 7-174  The adjacent switches, when receiving this Automatic Congestion Level
parameter, shall reduce their traffic to the overloaded BSS.

(R) 7-175 If the overloaded BSS returns to a normal traffic load, it shall no longer
include the Automatic Congestion Level parameters in Rel ease messages.

(R) 7-176  The adjacent switches, after a predetermined time, shall then automatically
return to their normal status.

7.9.5.1 Receipt of a Release M essage Containing an Automatic Congestion
Level
Par ameter

(R) 7-177 When a Release message is received containing an Automatic Congestion
Level (ACL) parameter, the BISUP shall pass the appropriate information to
the signaling system-independent network management/overload control
function within the BSS. Thisinformation shall consist of the received
congestion level information and the node identification to which the
congestion level applies.
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(R) 7-178 Automatic congestion leve actions are only applicable to switches adjacent
to the congested switch. Therefore, a BSS that receives a Release message

containing an Automatic Congestion Level parameter shall discard that

parameter (i.e., not passit in any REL message sent to a preceding or

succeeding switch) after notifying the network management/overload

control function.

7.9.5.2 Actions Taken by the Congested BSS During Overload

(R) 7-179 Whenever aBSSisin an overload state (congestion level 1 or 2), the
signaling system-independent network management/overload control

function shall direct the B-ISDN User Part to include an Automatic

Congestion Level parameter in every Release message sent by the BSS.

(R) 7-180 The network management/overload control function shall indicate which
congestion level (1 or 2) to code in the Automatic Congestion Level
parameter.

(R) 7-181 When the overload condition has ended, the network management/overload
control function shall direct the B-ISDN User Part to cease including the
Automatic Congestion Level parameter in the Release messages.

7.9.6 BISUP Signaling Congestion Control

On detection of signaling network congestion (local transmit buffer congestion), a BSS reduces
signaling traffic load in a step-wise manner. The signaling congestion control procedures currently
implemented for CCS networks in the U.S. are based on message priorities. On the other hand,
ITU-T BISUP Rec. Q.2764 defines signaling congestion control procedures based on stepwise
reduction and increase of total BISUP traffic load. The ITU-T procedures do not make use of
message priorities.

The BISUP message priorities are currently under discussion. Provisional BISUP message
priorities for use with MTP congestion control procedures are accepted for inclusion in ANSI
T1.111. Message priorities are not intended to indicate which messages should be processed first,
but are instead used to determine which messages should be discarded in the event of signaling
network congestion. Four priority levels (0, 1, 2, and 3) are defined, 0 being the lowest and 3 the
highest priority level.

(R) 7-182 Based on network provider preference, the Broadband Switching System
(BSS) shall support one of the MTP congestion control procedures

specified in Sections 3.8 and 11.2.3-11.2.5 in ITU-T Recommendation

Q.704. For U. S. networks, the BSS shall support the MTP congestion

control procedures specified in Section 3.8 and 11.2.4 of ANSI T1.111.4.

(R) 7-183 TheBSS shall support the passing of the appropriate congestion status
information in MTP-STATUS primitivesto the MTP users.

(R) 7-184 WhentheB-ISUPinaBSSrecevesan MTP-STATUS primitive indicating
MTP congestion toward an affected point code, the B-ISUP shall control
generation of signaling messages as follows:
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For the international network, the BSS shall control signaling messages as
specified in Section 3.7 of ITU-T Recommendation Q.2764.

For U. S. networks, the BSS shall only generate signaling messages with
priorities greater than or equal to the congestion status toward the affected
point code.

7.9.7 Destination Availability

(R) 7-185 Onrecept of aDestination Unavailable indication viaM TP-PAUSE
primitive, the BISUP shall take the following action:

If the affected destination Signaling Point is not known by the BISUP (not
connected by virtual paths/channelsto the BSS), no action shall be taken.

If the affected destination Signaling Point is known by the BISUP, all
virtual paths/channelsto that destination shall be blocked for new
call/connections.

Call/connectionsin progress (already set up) need not be released even though signaling messages
cannot be sent to the affected BSS. (While it may not be technicaly necessary to release
call/connections in progress, a carrier may choose to release such call/connections, perhaps after
some time interval, if there is a concern about over charging due to the inability of the BSS to
completely clear the call/connection when either the calling or called party disconnects.)

(R) 7-186  Onreceipt of aDestination Available indication viaMTP-RESUME
primitive, the BISUP shall take the following action:

If the affected destination Signaling Point is not known by the BISUP (not
connected by virtual paths/channelsto the BSS), no action shall be taken.

If the affected destination Signaling Point is known by the BISUP, the
virtua paths/channels shall be unblocked and any of them in the idle state
can be used for call/connections immediately. Normal call/connection
release procedures that may have started during the period of signaling
isolation shall continue and will ensure that affected virtual paths/channels
shall bereturned to idle state.

7.9.8 Consistency Check

The VPCI Consistency Check is provided to verify the consistent and correct allocation of alogica
VPCI to aVirtual Path on an interface in both connected switches. The check is performed to
guarantee that a user plane information flow is possible between the two adjacent switches using
the bi-laterally agreed upon logical VPCI. The consistency of the logical VPCI is checked at the far
end by monitoring the receipt of a user plane test flow in the Virtual Path at a particular interface
that isindicated by the VPCI. After the performance of the check, the result of the Loopback test
(continuity at the Virtual Path level) isavailable in theinitiating node. The result of the monitoring
function (receipt of Loopback cells at the Virtua Path Connection level) is available at the adjacent
node and is sent back to theinitiating BSS. The procedure can be initiated automatically (i.e., by
the BSS) or manually (i.e., by the management system).
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(R) 7-187 TheVPCI Consistency Check shall be initiated for only one Virtual Path
Connection to any adjacent node at atime.

(R) 7-188 A BSSat either end of aVirtua Path Connection shall be able to initiate
the VPCI Consistency Check.

(R) 7-189 The Virtual Path Connection to be tested shall be blocked when the
procedure isinitiated.

(R) 7-190 The CCR and CCE are confirmed operations. The CCRA or CCEA shall
not be sent until the appropriate action - start or stop of the management
plane test flow supervision procedure - has been taken.

(R) 7-191 Theend of the VPCI Consistency Check can only be initiated by the same
BSS which initiated the procedure and shall be accomplished by sending a
CCE message.

7.9.8.1 Initiating Consistency Check Request

(R) 7-192 When the BSSinitiates the Consistency Check procedure, it shall send the
CCR message. The Resource Identifier parameter in the CCR shall be set to
"Connection element identifier: VPCI" and the affected VPCI shall be

included.

(R) 7-193  On sending the CCR message, the BSS shall start timer T41p and wait for
the CCRA message. When the CCRA message isreceived, timer T41p

shall be stopped. If the CCRA message is not received before timer T41p

expires, then the management system shall be informed.

(R) 7-194 When the CCRA message is received, the management system shall be
informed about the completion of the VPCI Consistency Check connection

setup and the management plane test flow (i.e., OAM cell(s) such as

L oopback) shall be initiated on the VPCI using VCI = 4 (the standard

identifier for F4 flows; see ITU-T 1.610).

7.9.8.2 Receiving Consistency Check Request

(R) 7-195 When the BSS receives the CCR message indicating the affected Virtud
Path Connection, the message shall be accepted as arequest for a VPCI

Consistency Check connection set-up and the management system shall be

informed. The BSS shall monitor for receipt of an OAM cell (e.g.,

L oopback) on VCI = 4 of the expected VPCI. The BSS shall also send a

CCRA message.

7.9.8.3 Initiating Consistency Check End

(R) 7-196 When aBSSinitiates the end of the Consistency Check procedure, the
user plane test flow shall be stopped and the CCE message shall be sent.

(R) 7-197 On sending the CCE message, the BSS shall start timer T42p and wait for
the CCEA message. When the CCEA messageis received, timer T42p shall
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be stopped. If the CCEA message is not received before timer T42p
expires, then the management system shall be informed.

(R) 7-198 When the CCEA message isreceived, it shall contain the Consistency
Check Result Information parameter. The VPCI Check Result Indicator in

this parameter shall be set to the result of the user plane test flow monitoring

function at thelogical Virtual Path Connection level. The maintenance

system shall be informed about the completion and the result of the check

and the VPCI Consistency Check connection shall be released.

7.9.8.4 Receiving Consistency Check End

(R) 7-199 When aBSS receives the CCE message, the user plane test flow
monitoring function shall be disconnected. The management system shall be
informed about the completion of the test. The VPCI Consistency Check

connection shall be released and the CCEA message shall be sent. The

CCEA message shall contain the consistency check result information

parameter. The VPCI check result indicator in this parameter shall be set to

"VPCI check successful" or "VPCI check not successful” depending on the

result of the user plane test flow monitoring function at the logica Virtua

Path Connection level. If, due to any reason, the monitoring function could

not be performed properly, the VPCI check result indicator shall be set to

"virtual path connection identifier check not performed".

7.9.8.5 Abnormal Procedures

(R) 7-200 (a) If a CCRA message is received which is not a correct response to a
sent CCR message, it shall be discarded.

(b) If a CCEA message isreceived which isnot a correct response to a
sent CCE message, it shall be discarded.

(© If a CCR message is received requesting aVPCI Consistency Check
for aVirtual Path Connection that is not controlled by the B-ISDN
User Part, it shall be discarded.

(d) If a CCR message is received requesting a VPCI Consistency Check
for aVirtual Path Connection for which a CCR message has been
sent, it shall be discarded.
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7.10 BISUP Compatibility Functions
7.10.1 Introduction
7.10.1.1 Unrecognized M essages and Parameters

Unrecognized messages are those having a message type code that is not recognized by a BSS.
The processing of an unrecognized message is specified by the contents of the Message
Compatibility Information field.

Unrecognized parameters are parameters having a parameter name coding that is not recognized by
aBSS. Unrecognized parameters can appear in any message, and the handling of such parameters
is specified by the contents of the Parameter Compatibility Information field.

7.10.1.2 General Requirements on Receipt of Unrecognized Signaling
Information

Every message will contain a Message Compatibility Information field. Every parameter will
contain a Parameter Compatibility Information field. Compatibility information will be received in
the same message/parameter as the unrecognized information.

It may happen that a BSS receives unrecognized signaling information, i.e., messages, parameter
types or parameter values. This can typically be caused by the upgrading of the signaling system
used by other switches in the network. In these cases the following compatibility procedures are
invoked to ensure predictable network behavior.

The procedures to be used on receipt of unrecognized information make use of the compatibility
information received in the same message as the unrecognized information and the following
messages and cause indicators:

- the Confusion (CFN) message,

- the Release (REL) message,

- the Release Complete (RLC) message,

- the IAR message

- the Cause Indicators parameter.

The following cause values are used:
- "message type non-existent or not implemented, discarded”
- "parameter non-existent or not implemented, discarded”
- "message with unrecognized parameter, discarded"

(R) 7-201 For the above cause values, a diagnostic field shall be included
that contains the unrecognized parameter name(s), the
message type code, or the message type code and the
unrecognized parameter name(s), depending on the cause value.

The procedures are based on the following assumptions:
@ The forward compatibility information contains different instructions for different

switches. There are two classifications of switches: (1) originating, destination, or
interworking and (2) intermediate switches. The mapping of originating,
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destination, or interworking and intermediate switches to the function a BSS may
performislisted below. It is determined on a per call/connection basis.

(b) If aswitch receives a Confusion message, or a Release or Release Complete
message indicating an unrecognized message or parameter was received, it assumes
that an interaction with a switch at a different functional level has occurred.

(c) When handling recognized information, an intermediate switch acting as atransit
node passes on the compatibility information unchanged.

Definitions of the Switch (BSS) Types:

 Originating switch, i.e., the switch in which the call/connection is generated from a public
network point of view.

» Destination switch, i.e., the switch to which the call/connection is destined from a public
network point of view.

 Interworking switch, i.e., the switch in which interworking is performed between the
BISUP and the N-ISDN User Part.

* Intermediate switch, i.e., aswitch that acts as atransit node.

When an unrecognized parameter or message is received, the BSS will find the corresponding
instructions contained in the parameter compatibility information or message compatibility
information field, respectively. The message compatibility information contains the instructions
specific for handling of the complete message.

The instruction indicators are a set of Boolean indicators. The following requirement appliesto the
examination of these instruction indicators:

(R) 7-202 (a) Depending on therole of the BSS in the call/connection, i.e., (1)
originating, destination, or interworking and (2) intermediate, and
the settings of the indicators, only a subset of the indicators shall be
examined and the rest shall be ignored.

Only intermediate BSSs shall examine the "Trangit at Intermediate
BSSindicator." If itisset to "Trangt Interpretation,” the other
indicators shall beignored. If it isset to "End Node Interpretation,”
the intermediate BSS shall examine al instruction indicators.

Originating, destination and interworking BSSs shall always
interpret the remaining indicators, i.e., al indicators except the
"Trangit at Intermediate BSS indicator."

(b) Instruction indicators marked as "spare” shall not be examined.
They may be used by future phases of the BISUP; in this case, the
future phase of the BISUP will set the currently defined instruction
indicators to areasonable value for the current phase. Thisrule
ensures that more types of instructions can be defined in the future
without creating a backward compatibility problem.

(c) When a BSS receives an unrecognized parameter, it shall decide what
BSStypeitisfor the call/connection before performing the compatibility
actions.
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(d) At an intermediate BSS, the unrecognized information shall be passed on
unchanged if the "Trangit at Intermediate BSS indicator” is set to "Transit
Interpretation.”

(e) At an originating, destination, or interworking BSS, the "Transit at
Intermediate BSS indicator” shall not be applicable.

() At an intermediate BSS that has not been instructed to pass on the
unrecognized information, i.e., if the "Trangit at intermediate BSS
indicator" isnot set to "Trangit interpretation,” or a an originating,
destination, or interworking BSS, if the "Release Call indicator” is set to
"Release Call," the call/connection shall be released.

(9 At an intermediate BSS that has not been instructed to pass on the
unrecognized information or at an originating, destination, or interworking
BSS, the following shall be applicableif the "Release Call indicator” is
set to "Do Not Release Call":
. if the "Discard Message indicator,” or the "Discard Parameter
indicator” is set to "Discard Message/Discard Parameter,” the
message or parameter shall be discarded,
. and then, if the "Send Notification indicator" is set to "Send
Notification," a Confusion message shall be sent towards the BSS
that sent the unrecognized information.

(h) For the case of an unrecognized parameter it shall be possible for the
instruction to require that either the unrecognized parameter or the whole
message be discarded. This provides for the case where the sending BSS
determinesthat it is not acceptable for the messageto continue being
processed without this parameter.

M) In case amessage is used for more than one procedure simultaneously and
the codings of the instruction indicator of the message compatibility
information required from these procedures are different, the instruction
indicator shall be set according to the most stringent combination of the
possible codings (i.e., the coding "1" of abit in the instruction indicator is
dominant).

()] At an originating, destination, or interworking BSS where "pass on" has
been specified for amessage or parameter and "pass on" is not possible,
then the "pass on not possible indicator” and "send notification indicator"”
shall be examined.

7.10.2 Procedures for the Handling of the Unrecognized M essages or
Parameters

(R) 7-203 BSSA shall not send a Confusion message to BSS B in responseto a
received Confusion message, Release message or Release Complete

message from BSS B. Any unrecognized parameters received in a

Confusion message or Release compl ete message shall be discarded by

BSSA.
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7.10.2.1 Unrecognized M essages

(R) 7-204 Depending on the instructions received in the "Message Compatibility
Information field," an originating, destination, or interworking BSS
receiving an unrecognized message shall either:

. transfer the message transparently,

. discard the message,

. discard the message and send a Confusion message, or
. release the call/connection.

(R) 7-205 A Release, an IAM Regect or a Confusion message in response to an
unrecognized message shall include the cause "message type non-existent

or not implemented - discarded," followed by a diagnostic field containing

the message type code.

7.10.2.2 Unrecognized and Unexpected Parameters

Unexpected parameters (a parameter in the "wrong" message) are handled like unrecognized
parameters.

(R) 7-206 Depending on the instructions received in the "Parameter Compatibility
Information sub field ," a BSS receiving an unrecognized parameter shall

either:

« transfer the parameter transparently,

» discard the parameter,

» discard the message,

» discard the parameter and send a Confusion message,

» discard the message and send a Confusion message, or

* release the call/connection.

(R) 7-207 A Confusion message shall include the cause "parameter non-existent or not
implemented - discarded"” followed by adiagnostic field containing the
parameter name, or "message with unrecognized parameter discarded,”
followed by a diagnostic field containing the parameter name, or the
message and parameter name and the name of the first detected
unrecognized parameter which caused the message to be discarded. A
Confusion message may refer to multiple unrecognized parameters.

(R) 7-208 A BSSreceiving a message including multiple unrecognized parameters
shall processthe different instruction indicators, associated with those
parameters, according to the following order:
1. release the call/connection,
2. discard the message and send a Confusion Message,
3. discard the message.

(R) 7-209 A Releaseor IAM Reject message in response to an unexpected parameter
shall include the cause "parameter non-existent or not implemented -

discarded" (in response to an unrecognized message) followed by a

diagnostic field containing the parameter name.
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(R) 7-210 If aRelease messageisreceived containing an unrecognized parameter,
depending on the instructions received in the parameter compatibility
information sub field the BSS shall either:
* transfer the parameter transparently,
* discard the parameter, or
* discard the parameter and send a cause "parameter non-existent or not
implemented - discarded,” in the Release Complete message.

7.10.2.3 Unrecognized Parameter Values

Any parameter values marked as "spare” or "reserved" may be regarded as unrecognized, unless
otherwise specified in this document.

(R) 7-211 If aBSSreceives and detects arecognized parameter, but the contents are
unrecognized, then the procedures as stated for unrecognized parameters

shall apply. Thereis no specific compatibility information sub field for each

parameter value. For any unrecognized parameter value contained in a

parameter, the compatibility information of the parameter shall apply.

7.10.3 Procedures for the Handling of Responses I ndicating
Unrecognized Information Has Been Sent

7.10.3.1 Originating, Destination, and Interworking BSSs

Action taken on receipt of messages at an originating, destination, or interworking BSS indicating
that unrecognized information has been sent will depend on the call/connection state and the
affected service.

The definition of any procedure that is outside the basic call/connection set-up protocol, as defined
in these requirements, will include procedures for handling responses that indicate that another
BSS has received, but not recognized, information belonging to that procedure.

(R) 7-212 Thedefault action taken on receipt of a Confusion message shall be to
discard the message without disrupting normal call/connection processing.

(R) 7-213  Action taken on receipt of a Release, a Release Complete, or an IAM Reject
message with a cause indicating unrecognized information shall be asfor the
normal procedures for these messages.

7.10.3.2 Intermediate BSSs
@ Confusion message (message type non-existent or not implemented - discarded)

(R) 7-214 A BSSreceiving a Confusion message (message type non-existent or not
implemented - discarded) shall determine the appropriate subsequent action

as described above for originating, destination, or interworking BSSs.

(b) Confusion message (parameter non-existent or not implemented - discarded, or passed on)
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(R) 7-215 Theactionstaken at an intermediate BSS on receipt of a Confusion
message with cause "parameter non-existent or not implemented -

discarded, or passed on" shall depend on whether the BSS has the

functionality to generate the parameter identified in the diagnostic field:

@ If the BSS does not have the functionality to generate the
parameter, the decision on what action should be taken shall be
deferred to a BSS that does contain this functionality. Thisis
achieved by passing the Confusion message transparently through
the intermediate BSS.

2 If this BSS does have the functionality to generate the parameter,
the procedural element that created or modified the information shall
determine any subsequent actions, as described for originating,
destination, and interworking BSSs above.

(c) Release message, Release Complete message, or IAM Reject message

(R) 7-216  Action taken on receipt of a Release, a Release Complete, or an IAM Reject
message with a cause indicating unrecognized information shall be asfor the
normal procedures for these messages.

7.10.4 Protocol Monitoring Measurements for Unrecognized M essages
and Parameters

The BSS needs to monitor unrecognized Bl SUP messages and parameters. The BSS shall keep
separate counts for each unique OPC/DPC combination ("OPC/DPC signaling relationship”) to

alow quick identification of the signaling entities that are involved.18

(R) 7-217  For each OPC/DPC signaling relationship, the BSS shall count the number
of callg/connectionsthat it releases due the following:

» Unrecognized BISUP message
* Unrecognized parameter(s) in a BISUP message

Note that, as discussed earlier, whenever it releases a call/connection due to unrecognized
information, the BSS generates an IAM Reject message or Release message.

(R) 7-218 For each OPC/DPC signaling relationship, the BSS shall count the
following events (none of the following resultsin clearing the
call/connection):
* |t discards a BISUP message due to unrecognized BISUP message

* It discards a BISUP message due to one or more unrecognized
parameter(s)

18 When associated mode signaling is used, the signaling link set directly connects the OPC/DPC pair.
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* |t discards one or more parameter(s) in a BISUP message due to
unrecognized parameter(s) in the message (Note that in this case the
counter isincremented by one, regardless of the number of parameters
that are discarded.)

In addition to making the above counts, it is desirable for the BSS to be capable of logging BISUP
messages on a given OPC/DPC signaling relation. When active, all messages sent and received
over that OPC/DPC signaling relation should be logged. Such a capability should be
activated/deactivated by Management System requests.
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7.11 Point-to-Multipoint Call and Connection Control

This section specifies the BISUP procedures for establishing, maintaining, and clearing of network
point-to-multipoint connections at the B-I1CI. This section is based on the basic B-ISDN User Part
signaling procedures for point-to-point connection specified in Sections 7.8 to 7.10. The
procedures described in this section are based on, and are consistent with, the ITU-T
Recommendation Q.2722.1. The access signaling procedures are contained in UNI Specification
Version 3.1.

This section specifies the following interactions:
- interaction with aleaf party that does not support multipoint procedures.
- interaction with aleaf party that is not a Broadband user.

The procedures described in this section support the following capabilities. Root is the source of
the point-to-multipoint connection. Leaf is one of the destinations of the point-to-multipoint
connection.

) Establishment of acall containing one point-to-multipoint network connection requested by
the root party of the network connection.

(i)  Addition of one new party, requested by the root party of the network connection.
(iti)  Drop of aleaf party from an existing call, requested by the root party.

(iv)  Drop of aleaf party from an existing call, requested by the |leaf party itself.

(V) Release of the call, requested by the root party (en bloc release).

The capabilities above will not be combined with narrowband emulation services. Only
unidirectional (forward), single connection point-to-multipoint calls are supported.

7.11.1 Call and Connection Control Functions

Refer to Section 7.8.2 for the management of VPCI/VCI value and bandwidth of each VPC,
assignment procedure of VPCI/V CI and bandwidth, and related error conditions. Figures 7.7
show BISUP message flows for the set up and release of point-to-multipoint call and connections.

7.11.2 Successful Call and Connection Set-Up

This section describes procedures for a successful point-to-multipoint call establishment where
user plane information is multicasted unidirectional from one root party to a set of leaf parties.
These procedures are activated on receipt of a call request from the B-1SDN access indicating,
"point-to-multipoint” in the user plane configuration field of the Broadband Bearer Capability
parameter.

Section 7.11.2.1 specifies the signaling procedures for the setup of the first leaf party of the point-
to-multipoint call initiated by the root party. Section 7.11.2.2 specifies the signaling procedures for
the addition of one new leaf party and for the attachment of the party to the point-to-multipoint
(Type 2) network connection. This can only be requested by the root party.
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7.11.2.1 Forward Address Signaling - Set-up of the First Leaf Party
7.11.2.1.1 Actions Required at the Originating BSS
(@ Routeand Virtual Channel Selection - Assigning BSS

When the originating BSS has received the complete information from the root party of the point-
to-multipoint connection and has determined that the call/connection is to be routed to another BSS,
route and virtual channel selection takes place.

Appropriate routing information is either stored at the originating BSS or at a remote database.
Refer to Section 7.8.5.1.1 (a) for the requirements on selection of the route and virtual channel.

(R) 7-219 Inaddition, the BSS shall assign a connection link identifier to identify
the outgoing connection link.

(b) Routeand Virtual Channel Selection - Non-assigning BSS

(R) 7-220 For the originating BSS that acts as a non-assigning BSS for the
connection, the route and virtual channel selection procedures shall beasin
(a) abovefor an assigning BSS except that the VPCI/VCI and bandwidth
assignment procedures shall be according to Section 7.8.2.2 (b).

(© Address Information Sending Sequence
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Refer to Section 7.8.5.1.1 (c).
(d) IAM - Sent by the Assigning BSS

The IAM will contain al the information required to route the call/connection to the destination
BSS, and to connect the call/connection to the leaf party.

Refer to Section 7.8.5.1.1 (d) for the parameters included in the lAM by the originating BSS and
related requirements. In addition, the following requirements apply.

(R) 7-221  The Endpoint reference information element received from the access shall
be mapped into the Leaf Party Type parameter. If the Endpoint reference
information element has the value 0, then the Leaf Party Type parameter
shall be set to O ("First endpoint of Type 2 connection™), elseit shall be set
to 1 ("Subsequent endpoint of Type 2 connection”).

(R) 7-222  ThelAM shdl include the Origination Connection Link Identifier parameter
(OCLI) containing the CLI assigned by this BSS.

(R) 7-223  For apoint-to multipoint connection, the Broadband Bearer Capability
parameter shall indicate "point-to-multipoint” in the user plane connection
configuration field. The ATM Cell Rate, Additional ATM Cell Rate,
Broadband Bearer Capability and Quality of Service parameters shall be
stored at the requesting serving node or associated data base so that identical
copies of these parameters can be sent in the subsequent IAMs for the
addition of leaf parties.

(R) 7-224 If the call request from the access contains a Broadband Bearer Capability
indicating " point-to-multipoint” in the user plane connection configuration
field and containsan ATM traffic descriptor information element containing
any backward cell rate field which specifies a non-zero value, the
call/connection shall be rgected with cause #73, "unsupported combination
of traffic parameters’.

After sending the IAM, aresponse is awaited, i.e., an IAA or an |AR.
(e IAM - Sent by the Non-Assigning BSS

(R) 7-225 Theoriginating BSS that acts as anon-assigning BSSfor this
connection shall follow the procedures described in d) above for the
assigning BSS with the exception that the CEI shall not be included in the
IAM.

() Completion of Transmission Path

Refer to Section 7.8.5.1.1 (f).

7.11.2.1.2 Actions Required at an Intermediate BSS - Originating
Network
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7.11.2.1.2.1 Incoming Side of the BSS
@ Assigning BSS

(R) 7-226  After receiving the IAM, the intermediate BSS shall assign a connection
link identifier to identify the incoming connection link. The intermediate
BSSthat acts as an assigning BSS for this connection shall perform the
assignment procedure for VPCI/VCI and bandwidth as described in Section
7.8.2.2 (b). If thisissuccessful, the IAA shall be sent immediately without
waiting for further call processing.

Refer to Section 7.8.5.1.2.1 (@) for the parameters included in the IAA by the intermediate BSS
and related requirements. In addition, the following requirements apply.

(R) 7-227  ThelAA shal include the origination connection link identifier parameter
containing the connection link identifier assigned by this BSS.

(b) Non-Assigning BSS

(R) 7-228  After receiving the IAM, the intermediate BSS that acts as a non-assigning
BSS shall perform the assignment procedure for VPCI/VCI and
bandwidth as described in Section 7.8.2.2 (a). If thisis successful, the
IAA shall be sent immediately without waiting for further call processing.

(R) 7-229  Further procedures shall be as for the assigning BSS described in (a)
above except that CEl shall not be included in the IAA.

7.11.2.1.2.2 Outgoing Side of the BSS
@ Virtual Channel Selection

(R) 7-230  After sending the IAA, anintermediate BSS shall analyze the called party
number and the other routing information (see Section 7.8.5.1.1) to
determine the routing of the connection. If the intermediate BSS can route
the connection, it shall assign a connection link identifier to identify the
outgoing connection link, establish alogical association between the
incoming and outgoing connections and send an |AM to the selected carrier.
The BSS shall follow the assignment procedure for VPCI/VCI and
bandwidth as described in Section 7.8.2.2.

(b) Parametersin the IAM Sent by the Assigning BSS

Refer to Section 7.8.5.1.2.2 (b) for the parameters included in the IAM and related requirements.
In addition, the following requirements apply.

(R) 7-231 ThelAM shdl include the Origination Connection Link Identifier parameter
containing the connection link identifier assigned by this BSS.

After sending the IAM, aresponse is awaited, i.e., an IAA or an |AR.
(c) Parametersin the IAM Sent by the Non-Assigning BSS
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(R) 7-232 Theintermediate BSS that acts as a non-assigning BSS for this call shall
follow the procedures described in (b) above for the assigning BSS with
the exception that the CEI shall not be included in the IAM.

(d) Sending of Exit Message

Refer to Section 7.8.5.1.2.2 (d) for related requirements.

(e Completion of Transmission Path

Refer to Section 7.8.5.1.2.2 (e).
7.11.2.1.3 Actions Required at an Intermediate BSS - Transit Carrier

(R) 7-233 Anintermediate BSSin atransit carrier shall meet the same requirements
described above for the intermediate BSS in the originating carrier.

7.11.2.1.4 Actions Required at an Intermediate BSS - Terminating Network
7.11.2.1.4.1 Incoming Side of the BSS
@ Assigning BSS

(R) 7-234 Samerequirementsasin Section 7.11.2.1.2.1 (a) shall be applicable except
that the preceding BSS in this case is the BSS belonging to the carrier
routing the call to the terminating carrier.

(b) Non-Assigning BSS

(R) 7-235 Therequirementsin Section 7.11.2.1.2.1 (b) shall apply.
7.11.2.1.4.2 Outgoing Side of the BSS
@ Virtual Channel Selection

(R) 7-236  After sending the IAA to the preceding carrier, an intermediate BSS shall
analyze the Called Party Number to determine the routing of the connection.
If the intermediate BSS can route the connection, it shall assign a
connection link identifier to identify the outgoing connection link, establish
alogica association between the incoming and outgoing connections and
shall send an |AM to the destination BSS. The BSS shall follow the
assignment procedure for VPCI/VCI and bandwidth as described in Section
7.8.2.2.

(b) Parametersin the IAM Sent by the Assigning BSS

Refer to Section 7.8.5.1.4.2 (b) for the parametersincluded in the lIAM and related requirements.
In addition, the following requirements apply.

(R) 7-237 ThelAM shdl include the Origination Connection Link Identifier parameter
containing the connection link identifier assigned by this BSS.
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After sending the IAM, aresponse is awaited, i.e., an IAA or an |AR.
(c) Parametersin the IAM Sent by the Non-Assigning BSS

(R) 7-238 Theintermediate BSS that acts as a non-assigning BSS for this call shall
follow the procedures described in (b) above for the assigning BSS with
the exception that the CEI shall not be included in the IAM.

(d) Completion of Transmission Path

Refer to Section 7.8.5.1.2.2 (e).
7.11.2.1.5 Actions Required at the Destination BSS

€)) Incoming Side - Assigning BSS

(R) 7-239 Samerequirementsasin Section 7.11.2.1.2.1 (a) shall be applicable.
(b) Incoming Side - Non-Assigning BSS

(R) 7-240 Therequirementsin Section 7.11.2.1.2.1(b) shall apply.

(c) Call Processing

(R) 7-241  After sending the IAA, the destination BSS shall analyze the Called Party
Number to determine to which party the call should be connected. It shall
also check the called (leaf) party's access condition and perform various
checks to determine whether the connection is alowed. If the connectionis
allowed, the destination BSS shall proceed to offer the call/connection
to the leaf party. Refer to Section 7.8.5.1.5 (c) for further requirements.

7.11.2.2 Forward Address Signaling - Addition of a New L eaf Party

Case 1 is where a new network connection needs to be established to another BSS because no
connection link to that BSS exists for this point-to-multipoint call. Case 2 is where the network
connection needs to be routed to another BSS to which there aready is a connection link
established for this point-to-multipoint call.

(R) 7-242  Connection for anew leaf party shall not be routed over a connection link
used for previous leaf partiesif the connection link is on ablocked virtual
path. Alternative routing may be done using another virtual path. Refer to
Section 7.11.6.2.

7.11.2.2.1 Actions Required at the Originating BSS

(@ Routeand Virtual Channel Selection - Assigning BSS

When the originating BSS has received the complete information from the root party for the
addition of a new leaf party to the existing point-to-multipoint network connection and has
determined that the connection isto be routed to another BSS, route and virtual channel selection
takes place.
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Appropriate routing information is either stored at the originating BSS or at a remote database.
Refer to Section 7.8.5.1.1 (a) for the requirements on selection of the route. Note that the relevant
information (e.g., called party number, transit network selection, etc.) for the new leaf party will
beinthe ADD PARTY MESSAGE instead of the SETUP MESSAGE.

(R) 7-243 The ATM Cdl Rate, Broadband Bearer Capability, Quality of Service and
Additional ATM Cell Rate (if present) parameters shall be retrieved from the
call information stored when the connection to the first party of the point-to-
multipoint call was established by this BSS.

(R) 7-244 It shall be determined whether the connection is to be routed to another
BSS to which a connection has already been established for this call.

(R) 7-245 In Case 1, the procedures defined in section 7.11.2.1.1 (&) shall apply.

(R) 7-246 In Case 2, the existing Outgoing Connection Link identifier shall be used
and an |AM shall be sent. No VPCI/VCI and bandwidth assignment
procedures shall take place because no new user plane connectionis
established. The Degtination Connection Link Identifier parameter
associated with the Outgoing Connection Link shall be included in the IAM.

(b) Route and Virtual Channel Selection - Non-Assigning BSS

(R) 7-247 Theroute and virtual channel selection procedures shall be asin (a) above
for an assigning BSS except that, if required, the VPCI/VCI and
bandwidth assignment procedures shall be according to Section 7.8.2.2 (b).

(c) Address Information Sending Sequence

Refer to Section 7.8.5.1.1 (c).
(d) IAM - Sent by the Assigning BSS

Refer to Section 7.8.5.1.1 (d) for the parametersincluded in the IAM by the originating BSS and
related requirements. Note that information from the calling user comesin the ADD PARTY
Message instead of the SETUP MESSAGE. In addition, the following requirements apply.

(R) 7-248 InCase 1, the|AM shall contain the Origination Connection Link Identifier
and the Connection Element Identifier parameters.

(R) 7-249 InCase 2, the|AM shall contain the Destination Connection Link Identifier
parameter and shall not contain the Connection Element Identifier parameter.

(R) 7-250 ThelAM shadl include the stored values of the ATM Cell Rate, Broadband
Bearer Capability, Quality of Service and additional ATM Cell Rate (if
present) parameters as used for theinitial Set-up.

(R) 7-251  ThelAM shall include the Calling Party Number, Calling Party Subaddress,
Called Party Subaddress, Broadband High Layer Information, Broadband
Low Layer Information, and AAL-parameters parameter if the
corresponding IEs arerecelved inthe ADD PARTY MESSAGE from the
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root and the transfer of thisinformation is alowed by subscription and for
the specific carrier selected to route the connection for the leaf party. The
AESA for Caled Party and AESA for Caling Party parameters are included
inthe lAM if they were generated because the CdPN and/or CgPN |E
contained an AESA. Thisinformation shall not be retrieved from stored
data.

(R) 7-252 Asacarrier option (See Section 7.3.2.2), the IAM shall include the CIP,
Charge Number, OLI and Carrier Selection Information parameters based
on prior agreements between the connecting carriersinvolved in routing the
connection for the leaf party.

(R) 7-253 ThelAM shdl includethe Leaf Party Type parameter set to 1 (" Subsequent
end point of Type 2 connection”).

(R) 7-254 If the add party request from the access contains a Broadband Bearer
Capahility indicating "point-to-multipoint” in the user plane connection
configuration field and contains an ATM traffic descriptor information
element containing any backward cell rate field which specifies anon-zero
value, the addition of anew party shall be rejected with cause #73,
"unsupported combination of traffic parameters”.

After sending the IAM, aresponse is awaited, i.e., an IAA or an |AR.
(e) IAM - Sent by the Non-Assigning BSS

(R) 7-255 Theoriginating BSS that acts as anon-assigning BSSfor this
connection shall follow the procedures described in (d) above for the
assigning BSS with the exception that the CEI shall not be included in the
IAM.

() Completion of Transmission Path

(R) 7-256  The completion of the transmission path is only applicable for Case 1 (a
new user plane connection is established) and the procedures defined in
Section 7.8.5.1.1 () shall apply. Furthermore, a cell replication function
shall be invoked.

7.11.2.2.2 Actions Required at an Intermediate BSS - Originating
Network

7.11.2.2.2.1 Incoming Side of the BSS

(R) 7-257 If thereceived IAM contains the origination connection link identifier (i.e.,
an incoming connection link does not exist), the procedures shall continue
asin Section 7.11.2.1.2.1.

(R) 7-258 If thereceived IAM contains the Destination Connection Link Identifier
parameter, the associated Connection Link and virtual channel already exist
for the incoming point-to-multipoint connection. The following procedures
shall apply for both the assigning and non-assigning BSSs:
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ThelAA shal be sent immediately. The lAA shall contain the OSID and
DSID, but not the Connection Element Identifier parameter.

7.11.2.2.2.2 Outgoing Side of the BSS

(@

(b)

Route and Virtual Channel Selection

(R) 7-259  After sending the IAA, anintermediate BSS shall analyze the called party

number and the other routing information (see Section 7.8.5.1.1 @) to
determine the routing of the call.

(R) 7-260 The procedures shall continue asin Section 7.11.2.1.2.2 (a)-(c) if the

connection for the additional party needs to be routed to another BSS
not currently the far end for any of the existing outgoing connection links
for the call. (ThisisCase 1.)

(R) 7-261 If theadditional party connection needsto be routed to an BSSthat is

aready the far end of an existing Outgoing Connection Link for this point-
to-multipoint call, the following procedures shall apply. (Thisis Case2.)

@ The BSS shall assign aSID, establish alogical association
between the incoming and outgoing SIDs used for this connection
establishment, and send an IAM. The BSS shall not perform
the assignment procedure for VPCI/V CI and bandwidth. The
Connection Element identifier (VPCI/VCI) used for the new party
shall correspond to the stored values for the Outgoing Connection
Link. In casethe Destination Connection Link Identifier is not yet
known at the BSS, the BSS shall wait for the IAA in response to the
first IAM sent for this Outgoing Connection Link.

(b) Parametersin the IAM sent by the Assigning BSS
Refer to Section 7.8.5.1.2.2 (b) for the parameters included in the
IAM and related requirements except that the CEI shall not be
included. In addition, the |AM shall include the destination
connection link identifier parameter.
After sending the IAM, aresponseis awaited, i.e., an |AA or an
IAR.

(c) Parametersin the lAM sent by the Non-Assigning BSS
Refer to (b) above.

Sending of Exit Message

Refer to Section 7.8.5.1.2.2 (d) for related requirements.

(€

Completion of Transmission Path

(R) 7-262  The completion of the transmission path is only applicable for Case 1 (a

new user plane connection is established) and the procedures defined in
Section 7.8.5.1.2.2 (e) shall apply. Furthermore, a cell replication function
shall be invoked.
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7.11.2.2.3 Actions Required at an Intermediate BSS - Transit Carrier

(R) 7-263 Anintermediate BSSin atransit carrier shall meet the same requirements
described above for the intermediate BSS in the originating carrier.

7.11.2.2.4 Actions Required at an Intermediate BSS - Terminating Network
7.11.2.2.4.1 Incoming Side of the BSS

Refer to Section 7.11.2.2.2.1.

7.11.2.2.4.2 Outgoing Side of the BSS

@ Route and Virtual Channel Selection

(R) 7-264  After sending the IAA, anintermediate BSS shall analyze the called party
number to determine the routing of the call.

(R) 7-265 The procedures shall continue asin Section 7.11.2.1.4.2 (a)-(c) if the
connection for the additional party needs to be routed to another BSS
not currently the far end for any of the existing outgoing connection links
for thecall. (ThisisCasel.)

(R) 7-266 If theadditional party connection needs to be routed to an BSSthat is
aready the far end of an existing Outgoing Connection Link for this point-
to-multipoint call, the following procedures shall apply. (Thisis Case2.)

@ The BSS shall assign aSID, establish alogical association
between the incoming and outgoing SIDs used for this connection
establishment, and send an IAM. The BSS shall not perform
the assignment procedure for VPCI/V CI and bandwidth. The
Connection Element identifier (VPCI/VCI) used for the new party
shall correspond to the stored values for the Outgoing Connection
Link. In casethe Destination Connection Link Identifier is not yet
known at the BSS, the BSS shall wait for the IAA in response to the
first IAM sent for this Outgoing Connection Link.

(b) Parametersin the IAM Sent by the Assigning BSS:
Refer to Section 7.8.5.1.4.2 (b) for the parameters included in the
IAM and related requirements except that the CEI shall not be
included. In addition, the |AM shall include the destination
connection link identifier parameter.
After sending the IAM, aresponseis awaited, i.e., an |AA or an
IAR.

(c) Parametersin the lAM Sent by the Non-Assigning BSS:
Refer to (b) above.

(b) Completion of Transmission Path

(R) 7-267 The completion of the transmission path is only applicable for Case 1 (a
new user plane connection is established) and the procedures defined in
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section 7.8.5.1.2.2 (e) shall apply. Furthermore a cell replication function
shall be invoked.

7.11.2.2.5 Actions Required at the Destination BSS

(@) Incoming Side
Refer to Section 7.11.2.2.2.1.

(b) Call Processing
Refer to Section 7.11.2.1.5c.

7.11.2.3 Address Complete M essage

Refer to Section 7.8.5.2.

7.11.2.4 Call Progress Message (Basic Call)

Refer to Section 7.8.5.3.

7.11.2.5  Answer Message

Refer to Section 7.8.5.4.

7.11.2.6 Storage and Release of Information

Refer to Section 7.8.5.5. In addition the following requirement applies.

(R) 7-268 Theoriginating BSS of the connection shall storethe ATM Cell Rate,
Broadband Bearer Capability, Quality of Service and Additiona ATM Cdll
Rate (if present) parameters contained in thefirst IAM sent. This call
information shall be stored so that identical copies of these parameters can
be sent in the subsequent IAMs for setting up connections to additional |eaf
parties.

7.11.3 Unsuccessful Call/Connection Set-up
Refer to Section 7.11.2.2 for the definitions of Case 1 and Case 2.
7.11.3.1 L ack of Resources at the Incoming Side

(R) 7-269 If a any time the call/connection establishment to thefirst leaf party or the
establishment of a new connection link (leg) for the addition of a new leaf
party (Case 1) cannot be completed due to alack of resources at the
incoming side (e.g., SIDs, CLIDs, VPCI/VCI or bandwidth), the BSS
receiving the lAM shall immediately send an | AR towards the preceding
BSS. ThelAR shall contain the DSID and cause indicators parameter.
Cause value 47 (resource unavailable - unspecified) shall be included if no
SIDsor CLIDswere available; cause value 45 (no VPCI/VCI available)
shall beincluded in the case of alack of VPCI/VCI; and cause value 37
(ATM Cell Rate not available) shall be included in the case of alack of
bandwidth. The incoming signaling association shall be deleted.
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(R) 7-270 If a any time the addition of one new leaf party to an aready existing
connection link (Case 2) cannot be completed due to alack of resources at
theincoming side (e.g., SIDs), the BSS receiving the IAM shall
immediately send an IAR towards the preceding BSS. The IAR shall
contain the DSID and cause indicators parameter. Cause vaue 47 (resource
unavailable - unspecified) shall be included if no SIDswere available.

7.11.3.2 Lack of Resources at the Outgoing Side

(R) 7-271 If a any time the call/connection establishment to the first leaf party or the
establishment of anew connection link (leg) for the addition of a new leaf
party (Case 1) cannot be completed due to alack of resources at the
outgoing side (e.g., SIDs, CLIDs, VPCI/VCI or bandwidth), the BSS
shall immediately start to drop the leaf party and shall send an REL towards
the preceding BSS. The REL shall contain the DSID and cause
indicators parameter. Cause value 47 (resource unavailable - unspecified)
shall beincluded if no SIDs or CLIDswere available, cause value 45 (no
VPCI/VCI available) shall be included in the case of alack of VPCI/VCI,
and cause value 37 (ATM Cdll Rate not available) shall be included in the
case of alack of bandwidth. Further procedures shall be asin Section
7.11.3.4.

(R) 7-272 If a any time the addition of anew leaf party to an aready existing
connection link (Case 2) cannot be completed due to alack of resources at
the outgoing side (e.g., SIDs), the BSS shall immediately start to drop
the leaf party and shall send an REL towards the preceding BSS. The
REL shall contain the DSID and cause indicators parameter. Cause value 47
(resource unavailable - unspecified) shall be included if no SIDs were
available. Further procedures shall beasin Sec. 7.11.3.4.

7.11.3.3 Actions at an BSS Receiving an AR

(R) 7-273 If an BSSreceives an |AR during either the call/connection
establishment to the first leaf party or the establishment of a new connection
link (leg) for the addition of anew leaf party (Case 1), it shall release the
VPCI/VCI (if applicable) and the bandwidth, and shall terminate the
outgoing signaling association, i.e. the associated outgoing Connection
Link ID and the SID. The BSS may attempt to re-route the
call/connection.

(R) 7-274 If an BSSreceivesan IAR during the addition of anew leaf party to an
already existing connection link (Case 2), it shall terminate the signaling
association, i.e. the associated SID isdeleted. The BSS may provide
the capability to re-route the call/connection.

(R) 7-275 If dl attempts to re-route the connection have failed the BSS shall:

@ If thisisan intermediate BSS, it shall send an REL with the
received cause value towards the preceding BSS. Further
procedures shall be asin Section 7.11.3.4.
(b) If thisisan originating BSS, it shall send an indication to the
calling user.
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7.11.3.4

Actions at an BSS Receiving a Release M essage

(R) 7-276 If during the establishment of a point-to-multipoint network connection for

thefirst leaf party an BSS receives a Release message from the succeeding
BSS after the IAA and before the ACM, the BSS shall release the
VPCI/VCI (if applicable) and the bandwidth, and shall send an RLC. The
outgoing signaling association isterminated, i.e. the associated outgoing
Connection Link ID and the corresponding SID are deleted. The BSS may
attempt to re-route the connection. If al attemptsto re-route the connection
have failed, the BSS shall:

@ If thisisan intermediate BSS, it shall send an REL with the
received cause value towards the preceding BSS. Further
procedures shall beasin Sec. 7.11.4.1.
(b) If thisisan originating BSS, it shall send an indication to the
calling user.

(R) 7-277 If during the addition of another leaf party and attachment to the point-to-

7.11.3.5

multipoint network connection an BSS recelves a Rel ease message from the
succeeding BSS after the IAA and before the ACM, the BSS shall take the
following actions:

@ The signaling association is terminated, i.e. the associated SID is
deleted.
(b) If there are no other SIDs associated with the concerned Outgoing
Connection Link 1D, the Outgoing Connection Link ID shall be
deleted and the associated VPCI/V CI (if applicable) and the
corresponding bandwidth shall be made available for new traffic.
(c) Sendan RLC.
(d) The BSS may attempt to re-route the connection. If all attemptsto
re-route the connection have failed, the BSS shall:
M) If thisisan intermediate BSS, it shall send an REL in
order to drop the leaf party with the received cause value
towards the preceding BSS. Further procedures shall be
asin Sec. 7.11.4.1.
(i) If thisisan originating BSS, it shall send an indication to
the calling user.

Address Incomplete

(R) 7-278 If aBSS determinesthat the proper number of digits for routing the

7.11.4
7.11.4.1

connection has not been received, an REL shall be sent towards the
preceding BSS with cause "address incomplete’. Refer to Section 7.11.4.1
for further procedures.

Normal Call and Connection Release

General

The following rel ease procedures are addressed:
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- En-bloc release of call/connection requested by the root party: this operation will
cause al partiesto be dropped and release of the point-to-multipoint call

- Drop of aleaf party from an existing call when requested by the root party

- Drop of aleaf party from an existing call when requested by the leaf party itself

The release procedure is a confirmed operation: the Release message initiates release of the
call/connection and/or drop of a party and the RLC signifies completion of the release of the
call/connection and/or drop of the party. A set of common procedures are used in the network
irrespective of whether they are initiated by the root party, the |leaf party or the network.

(R) 7-279 Thefollowing actions shall be performed by any BSS receiving a
Release message:

@ The signaling association is terminated, i.e. the associated SID is

deleted.

(b) If there are no other SIDs associated with the concerned Incoming or
Outgoing Connection Link 1D, the Incoming or Outgoing

Connection Link ID shall be deleted and the associated VPCI/VCI (if

applicable) and the corresponding bandwidth shall be made available

for new traffic.

(c) Sendan RLC.

(R) 7-280 AnBSSthat hasinitiated the release procedure by sending a Release
message shall perform the following actions on receipt of the RLC:

@ The signaling association is terminated, i.e. the associated SID is

deleted.

(b) If there are no other SIDs associated with the concerned Incoming or
Outgoing Connection Link 1D, the Incoming or Outgoing

Connection Link ID shall be deleted and the associated VPCI/VCI (if

applicable) and the corresponding bandwidth shall be made available

for new traffic.

The following sections describe additional required actions.
7.11.4.2 Drop of a Leaf Party Requested by the Root Party
@ Actions Required at the Originating BSS

(R) 7-281  Onreceipt of arequest from the root party to drop aleaf party, the
originating BSS immediately startsthe release. An REL is sent towards the
succeeding BSS with the DSID corresponding to the remote leaf party to be
dropped. The REL shall not contain the Destination Connection Link
|dentifier parameter.

(R) 7-282 Incaseof apremature drop of aleaf party by the root party, the BSS
shall immediately release the resources towards the root party, but shall
delay the release of the connection towards the succeeding BSS until
after the IAA isreceived.

(b) Actions a an Intermediate BSS
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On receipt of the Release message, an intermediate BSS will send an REL towards the succeeding
BSS with the DSID corresponding to the remote leaf party to be dropped. Therelease towardsthe
succeeding BSS shall not occur until after the receipt of the IAA.

(c) Actions Required at the Destination BSS

(R) 7-283 If thereisno remaining party at the interface, the BSS shall immediately
release the resources towards the leaf party.

(d) Callision of Release Messages

(R) 7-284 Inthe case when two points in the connection initiate the drop of the same
leaf party, a Release message may be received at an BSSfrom a
succeeding or preceding BSS after the drop isinitiated. In this case,
the BSS shall return an RLC towards the BSS from which the concerned
REL was received. The RLC shall be sent when the BSS resources have
been released.

7.11.4.3 Drop of a Leaf Party Requested by the L eaf Party |tself
@ Actions Required at the Leaf Party Serving (Destination) BSS

(R) 7-285 Onreceipt of arequest from the access protocol to drop aleaf party, the leaf
party serving BSSimmediately startsthe release. A Release message
shall be sent towards the preceding BSS with the DSID corresponding
to the leaf party to be dropped.

(b) Actions a an Intermediate BSS

(R) 7-286  Onreceipt of the Release message, an intermediate BSS shall send a
Release message towards the preceding BSS with the DSID
corresponding to the leaf party to be dropped.

(c) Actions Required at the Originating BSS

(R) 7-287 TheBSS shal notify the root party that the leaf party has dropped.
(d) Callision of Release Messages

Refer to Section 7.11.4.2 (d).

7.11.4.4 Drop of a Leaf Party Initiated by the Network

The proceduresin Section 7.11.4.2 and Section 7.11.4.3 apply, except that they can be initiated at
any BSS.

7.11.4.5 En-bloc Release of Call/Connection Requested by the Root Party
@ Actions Required at the Originating BSS
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(R) 7-288 Onreceipt of arequest from the root party to release the call, the BSS
shall immediately start the release. For each associated Outgoing
Connection Link, a Release message is sent towards the succeeding BSS
containing the relevant Destination Connection Link Identifier
parameter and one of the associated DSID parameters. The transmission
path shall be disconnected.

(R) 7-289  When the RLC related to an Outgoing Connection Link is received:

. All the associated SIDs shall be deleted.

. The associated VPCI/VCI (if applicable) and the corresponding
bandwidth shall be made available for new traffic, when the last
remaining SID associated with the Outgoing Connection Link has
been deleted.

. The Outgoing Connection Link ID shall be deleted.

(R) 7-290 Incaseof apremature release by the root party, the BSS shall:

. Immediately release the resources towards the root party,

. Immediately release each connection link towards the succeeding
BSS for which an |AA has been received,

. Delay release of each connection link towards the succeeding BSS

for which an |AA has not been recaeived until an |AA isreceved.

(b) Actions a an Intermediate BSS

M) Incoming Sde of the BSS

(R) 7-291  Onrecept of a Release message containing a Destination Connection Link
|dentifier parameter and DSID, an intermediate BSS:

. Shall make the associated VPCI/V CI (if applicable) and
corresponding bandwidth available for new traffic

. Shall delete dl the other SIDs associated with the incoming
Connection Link

. Shall return an RLC to the preceding BSS, when all the other
SIDs associated with the Incoming Connection Link have been
deleted

. When the RLC has been returned, the last remaining SID
(corresponding to the DSID parameter) and the Incoming
Connection Link ID shall be deleted.

(i) Other Action at the BSS

See section 7.11.4.5 ().
(c) Actions Required at the Destination BSS

M) Incoming Sde of the BSS

See section 7.11.4.5 (b) (i).
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(i) Other Actions at the BSS

The Destination BSS will immediately rel ease the resources towards the leaf parties.

(d) Callision of Release Messages

) QOutgoing Sde of an BSS

(R) 7-292  After sending a Release message with the destination Connection Link
|dentifier parameter, a Release message may be received. In this case, the
BSS shall return the corresponding RLC. The RLC shall be sent when
the transmission path is disconnected.

(i) Incoming Sde of an BSS

(R) 7-293 After sending a Release message, a Release message with a Destination
Connection Link identifier parameter may be received. Inthiscase, the
BSS shall continue as described in section 7.11.4.5.(b) (i).

7.11.5 I nteraction

7.11.5.1 Interaction With a L eaf Party that does not Support Multipoint
Procedures

The point-to-multipoint BISUP procedures specified in this section will support connection set up
to abroadband leaf party that does not support the point-to-multipoint access procedures defined
in UNI 3.1.

7.11.5.2 Interaction with a Leaf Party that is not a Broadband User
The network will not support the connection establishment to a user that is not a broadband user.

(R) 7-294  When an BSS has received the complete call information for the
establishment of a point-to-multipoint network connection to aremote party
or the addition of aremote party to an existing network connection and has
determined that the connection has to be routed to a non-Broadband ISDN
user, this connection shall be released in accordance with the normal release
procedures specified in Section 7.11.4. Such a determination could be made
at a broadband/narrowband interworking BSS or at the destination BSS.

7.11.6 Maintenance Control Functions

The procedures defined in Section 7.9 apply also to point-to-multipoint, except for the reset
procedures, which are specified in this section.

7.11.6.1 Reset
Asexplained in Section 7.9.1, the reset procedure is used to return signaling identifiers and

connection elements (virtual channel links/path connections) to the idle condition. Refer to Section
7.9.1 for the definitions of "remote" and "local" SIDsto be reset. The procedure isinvoked under
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abnormal conditions when the current status of the Signaling Identifiers (SIDs) or the Connection
Element Identifiers (CEls) are unknown or ambiguous.

(R) 7-295 Thereset procedure shall be initiated for the following signaling anomalies
detected by the B-ISDN signaling system. These anomalies are detected by
the protocol procedures, reported to the BSS management functions, and
thus initiate the reset procedure.

An unexpected message is one which contains a message type code that is
within the set supported by the BSS but is not expected to be received in
the current state of the call.

@ If an unexpected message (any message other than an I1AA or IAR)
isreceived while awaiting the IAA, the BSS shall send areset

message to reset the remote SID.
2 If an unexpected message (any message other than an ACM, ANM,
or REL) isreceived while awaiting the Address Complete message,

the BSS shall send areset message to reset thelocal SID.
(©)) If the Timer T1b, "Await Release Complete” expires during a drop

party operation and there are no other SIDs associated with the
corresponding Connection Link, the BSS shall send areset
message to reset the VPCI/VCI.
4) If the Timer T1p, "Await Release Complete” expires during en bloc
release operation, the BSS shall send a reset message to reset the
VPCI/VCI.
(5) If the Timer T1p, "Await Release Complete” expires during a drop
party operation and there are other SIDs associated with the
corresponding Connection Link, the BSS shall send a reset
message to reset thelocal SID
(6) If the Timer T40b, "Await IAM Acknowledgment"”, expires during
connection set up to the first leaf party, an assigning BSS shall
send areset message to reset the VPCI/V CI and remove the
VPCI/VCI and bandwidth from service; anon-assigning BSS
shall send areset message to reset the remote SID.
@) If the Timer T40b, "Await IAM Acknowledgment"”, expires during
an add party operation and there are no other SIDs associated with
the corresponding Connection Link, an assigning BSS shall send
areset message to reset the VPCI/VCI and remove the VPCI/V CI
and bandwidth from service; anon-assigning BSS shall send a
reset message to reset the remote SID.
(8 If the Timer T40b, "Await IAM Acknowledgment”, expires during
an add party operation and there are other SIDs associated with the
corresponding Connection Link, the BSS shall send areset
message to reset the remote SID.
9 If an unexpected message is received relating to an unallocated SID,
the BSS shall send areset message to reset the remote SID.
(10)  If the BSS detects a missing mandatory parameter, then the BSS
shall send areset message to reset the local SID.
(11) If amaintenance action isinvoked due to memory mutilation, e.g.,
losing the association information between asignaling ID and a
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Connection Element identifier, the BSS shall send areset message

to reset each affected VPCI.
(12) If amaintenance action isinvoked involving start-up and restart of a
BSS and/or asignaling system, the BSS shall send a reset

message to reset each affected VPCI.

7.11.6.1.1 Actions at Reset Initiating BSS

To initiate the reset procedure, the BSS sends a RSM containing the resource identifier parameter.
The requirementsin Section 7.9.1.1 are applicable. In addition, the following requirements apply
for point-to-multipoint.

(R) 7-296  Onreceving the RAM, the affected BSS (the reset initiating BSS)
shall perform the following actions depending on the type of reset and the
number of SIDs associated with the Connection Link.

@ If the resourceto be reset isa SID and other SIDs are associated
with the Connection Link, the BSS shall reset the referenced SID

and put itinthe"idle" state.
(b) If the resourceto be reset isa SID and no other SID is associated
with the Connection Link, the referenced SID and the associated

Connection Link identifier shall be put in the "idl€" state.

Additiondly, therelated VCI isplaced in the"idle" state and all

associated bandwidth is put in the "available”" state.
(c) If the resource to be reset is VPCI/V CI, the Connection Link
identifier and all Signaling identifiers associated with the

Connection Link for the referenced VPCI/VCI are put in the "idle"

state. Additionaly, therelated VCI is placed inthe"idl€" state and

all associated bandwidth is put in the "available" state.
(d) If the resource to be reset isVPCI, al Connection Link identifiers
and all Signaling identifiers associated with the Connection Links

related to the referenced VPCI are put in the "idl€" state.

Additiondly, all related VClsare placed inthe"idl€" state and all

associated bandwidth on the virtua pathis put in the "available”

State.

7.11.6.1.2 Actions at Reset Responding BSS

(R) 7-297 Onrecelving aRSM, the receiving (unaffected) BSS shall take the
following actions:

@ If it isthe incoming or outgoing BSS on a connection in any

call/connection state, the BSS shall accept the message asa

request to idle resources it controls. It responds by sending an RAM

after the indicated resources have been made available for new

traffic. The specific actions depend on the type of reset and on the

number of SIDs associated with the incoming or outgoing

Connection Link (see Section 7.11.6.1.1 item (@) to (d)).

(b) Interconnected virtual path/channel links and/or associated resources
at the other side of the BSS shall be released according to

Section 7.11.4.4 except in the case of call/connections and add party
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operationsthat are currently awaiting the IAA; in this case, an

automatic repeat attempt is applicable.

(c) Additional actions are described in (b), (d), (e) and (f) of Section
7.9.1.2.

7.11.6.1.3 Abnormal Reset Procedures

Refer to Section 7.9.1.3.

7.11.6.2 Blocking and Unblocking of Virtual Paths

Connection for anew leaf party will not be routed over a connection link used for previous | eaf

partiesif the connection link is on a blocked virtual path. Alternative routing may be done using
another virtual path. Refer to Section 7.11.2.2.
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7.12 BISUP Administration

(R) 7-298 Each BSS shall have the capability to set the following administrative
data:

Each BSS shall be capable of assigning multiple VPCsto aphysical
path between itself and the BSS at the far-end and shall be capabl e of
assigning bandwidth to each such VPC so that the total bandwidth assigned
to al the VPCs does not exceed the bandwidth of the physical path at any
point along the physical path. The number of VPCs and the bandwidth
assigned to each VPC will be based on specific service needs.

Assignment of a VPCI valueto each VPC so that every VPC between this
BSS and a given connected BSS has a different value. In other words, the
VPCI values between two BSSs shall be unique. Identical VPCI vaue shall
be assigned to each VPC by BSSs at two ends of the VPC.

For each VPCI, the BSS shall be able to designate whether it controls
thisVPCI, i.e., it can assign VCI associated with this VPCI for an
incoming or an outgoing call/connection. If the BSS does not control a
VPCI, the BSS at the far-end will be the assigning (controlling) BSS. The
default mechanism described in Section 7.8.2.1 for determining assigning/
non-assigning BSS designation shall be supported by every BSS. How
many VPCls an BSS controls will be based on specific service needs.

Certain parametersin the IAM sent by the originating BSS or sent by an intermediate BSS can be
set to be included or not included when a call is to be routed to another network. This has been
specified in detail in earlier parts of Section 7, but for completeness, a summary of such parameters
isgiven below. The basisfor including each parameter is aso indicated.

AAL Parameters Per succeeding network and user subscription
Broadband High Layer Information ~ Per succeeding network and user subscription
Broadband Low Layer Information Per succeeding network and user subscription

Called Party Subaddress Per succeeding network and user subscription
Calling Party Number Per succeeding network

Cdlling Party Subaddress Per succeeding network and user subscription
Carrier Identification Code (*) Per CIC

Carrier Selection Information (*) Per succeeding network

Charge Number (*) Connecting carrier and user subscription
Originating Line Information (*) Connecting carrier and user subscription

Those parameters indicated with (*) apply only to networks that support ANSI BISUP procedures.
Note that the Charge Number can be different from the Calling Party Number.

(R) 7-299 Anintermediate BSS that receives an IAM from a preceding network
shall be capable of including or not including the received optiona IAM

parameters (Calling Party Number, AESA for Calling Party Number, AAL-

parameters, Broadband High Layer Information, Broadband Low Layer

Information, Calling Party Subaddress and Called Party Subaddress

parameters) in the outgoing |AM on a per preceding network and on a per

parameter basis.
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(R) 7-300 Anintermediate BSS that receives an IAM from a preceding network
shall be capable of including or not including the received unrecognized
IAM parametersin the outgoing IAM on a per preceding network basis.

(R) 7-301 The preceding two requirements shall take precedence over the compatibility
instructions included in such parameters and the instructions

notwithstanding, the intermediate BSS may discard an optional parameter,

an unrecognized parameter, or a parameter with unrecognized value. In

other words, the screening (policing) functions specified in the preceding

requirements shall take precedence over compatibility instructions.

7.12.1 Additional Management Requirements

The following requirements monitor timer expirations and make counts needed for traffic
engineering (i.e., sizing).

7.12.1.1 Requirements for OPC/DPC Signaling Relationships

(R) 7-302 For each OPC/DPC signaling relationship, the BSS shall count the number
of BISUP messages for which the timer expired.

The following counts are needed for traffic engineering. These are analogous to "Peg Count" and
"Overflow" counts made in narrowband networks.

Note that in the following requirements, the term "call/connection attempts" applies not only to
attempts to establish a point-to-point call/connection, but also attempts to establish point-to-
multipoint call/connections and add leavesto them.

(R) 7-303 For each OPC/DPC signaling relationship, the BSS shall count, for each
ATM layer service category (e.g., CBR, VBR) and for each supported cell
rate category (e.g., 173 cells/sec, or 0-500 cells/sec), the following:

* Total (i.e., successful plus unsuccessful) call/connection attempts made
by the BSS. (Note that an attempt may result in the BSS sending a
connection request message (e.g., lAM), or it might not.)

» Cadll/connection attempts made by the BSS that are rejected due to resource
unavailability. Thisisthe sum of:

1 Call/connection requests rejected by the BSSin cases where
the BSS rgjects the call without sending an |AM to the next
BSS, plus

2. The number of call/connection requests where the "remote”
BSS rgjects calls/connections due to resource unavailability.
This caseisindicated by receiving one of the following
cause codes from the remote BSS:
- Cause Code 47: resource unavailable, unspecified,
- Cause Code 51: cell rate not available;
- Cause Code 34: no VPCI/VCI available.
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(R) 7-304 For each OPC/DPC signaling relationship, the BSS shall count, for each
ATM layer service category and for each supported cell rate category, the

number of call/connection requests rejected by the BSS where the BSS

sends an IAR indicating resources/ identifiers unavailability (i.e., having a

cause code of 47, 51, or 34).

The precise definitions of "service category" and "cell rate category" are not specified at thistime.
Different administrations may decide to define these categories differently.

7.12.1.2 Requirements for VPClIs
It is desirable to have a measure of traffic usage of aVPCI.

(0) 7-3 For each VPCI, the BSS should periodically record the total Peak Cell Rate
allocated for active calls/connections, and form an estimate of the average

usage on the VPCI. For some service categories, other parameters (e.g.,

Sustained Cell Rate) may need to be recorded as well.
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8. PVC-Based Inter-Carrier CRS Support on a B-1Cl

The PV C-based ATM Cell Relay Service (CRS) is one of the inter-carrier services supported by a
multi-service B-ICI. This section provides the definition, service specific functions (U-Plane),
traffic management and network performance, and operations for supporting the inter-carrier CRS
on aB-ICI.

Network configurations supporting services across a B-ICl can be very different, depending on the
topology and the number of carriersinvolved. The ATM network segment provides transport
functions, and it may also include service layers on the top, where the ATM layer protocol is
terminated and the service specific functions are processed.

8.1 Definition

The ATM Cell Relay Service (CRS)[341 [35] is a cell-based, information transfer service which
offers users direct accessto the ATM layer at virtually any rate up to the access line rate. An end-
to-end user access configuration for this service is shown in Figure 8.1. The supported ATM
connections can be of two types: Virtual Path Connection (VPC), and Virtual Channel Connection

(VCC), depending on which ATM sublayer[3¢] they refer to. The inter-carrier connectivity is
obtained by establishing a VCC and/or a VPC at the B-1CI, with a Quality of Service (QOS)
suitable to meet the QOS requested by the user for the end-to-end connection.

The CRS allows flexibility in carrying various user application traffic streams. It supports both
Constant Bit Rate (CBR) and Variable Bit Rate (VBR) applications. The CRS can be used with an
appropriate ATM Adaptation Layer (AAL) to support agiven application. Initialy, the CRS will be
supported via provisioned PVCs. Switched CRS based on standard signaling protocols will
follow.

This section discusses the characteristics of the inter-carrier CRS based on the establishment of
PV Cs. The term (point-to-point) PV C denotes an ATM layer virtual connection (VPC or VCC)
from a source ATM Service Access Point (SAP) to a destination ATM SAP, that allows
transmission of sequenced ATM cells through the network. With PV C-based inter-carrier CRS,
connections are established through a provisioning process, or a service order process. Multipoint
capabilities allow communication from a set of source ATM SAPsto a set of destination ATM
SAPs. No call establishment or call termination is associated with a PV C. The PV C connections
are not switched by the end-user or the network.

CPE CPE
CRS U Carrier A Carrier B CRS U
ser ATM Network ATM Network ser
ATM ATM ATM ATM ATM ATM
UNI B-I1CI UNI
PHY | PHY | PHY | PHY

Figure 8.1 Inter-Carrier CRS Support on a B-IClI
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8.1.1 Service Rates

The PV C-based inter-carrier CRS rates include up to the DS3, SONET STS-3¢/OC-3, and STS-
12¢/OC-12 rates. Datatransfer rates per VCC/VPC for the PV C-based inter-carrier CRS can range
up to approximately 570 Mbit/s.

8.1.2 Communication Configuration

The inter-carrier CRS supports point-to-point, multipoint, and multicasting communication

configurations[34] capabilities between the public ATM carrier networks. Multipoint capabilities
include: (i) point-to-multipoint, (ii) multipoint-to-point, and (iii) multipoint-to-multipoint
connections. Multicasting capabilities include broadcasting capabilities. The configurations of
information flows that can be established include uni-directional, bi-directional symmetric, and bi-
directiona asymmetric.

8.1.3 Originating, Terminating, and Transit Inter Carrier CRS

The PV C-based inter-carrier CRS offers originating, terminating, and transit capabilities. Once a
connection is established between two carriers, both carriers can transmit and receive correctly
formatted ATM cells across the B-ICl. Each carrier processesthe ATM cell header to determine the
routing information based on VCls and VPIs. A carrier provides originating inter-carrier CRS
when, upon receipt of ATM cells from an end-user, it delivers the cells to the other carrier. A
carrier provides terminating inter-carrier CRS when receiving ATM cells from another carrier, for
delivery directly to an end-user. A carrier provides transit inter-carrier CRS when receiving ATM
cellsfrom acarrier and relaying them to another carrier.

The originating PV C-based inter-carrier CRS supports the service features offered by the Carrier A
to the end-user. The terminating PV C-based inter-carrier CRS supports the service features offered
by the Carrier B to the Carrier A. For the originating PVC-based inter-carrier CRS, the
arrangement of VPCs and/or V CCs established by an end-user is maintained as the Carrier A
delivers cells to the Carrier B. For the terminating PV C-based inter-carrier CRS, the arrangement
of VPCs and/or VCCs received by the Carrier B from the Carrier A is maintained.

8.1.4 Carrier Selection

The PV C-based CRS allows carrier selection on a pre-selection or pre-subscription basis. The
explicit carrier selection feature does not apply for the PV C-based CRS.

8.1.5 Addressing

In general, PVC-based services are offered, for example, by the use of a service order
arrangement. The source and destination points of a PV C are pre-defined, and they are fixed for
the duration of the connection. Thus, PV C-based CRS, for a point-to-point connection, uses the
VPI (for VP service), or VPI/VCI (for VC service) fields as alocally significant address at each
end to represent the desired destination(s). These fields are processed by the ATM network element
to determine the connecting points and end-points of the ATM connection.
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8.1.6 Routing

The routing process for PV C inter-carrier CRS provides a fixed path between the known source
and destination points. For the PV C-based CRS, route determination is part of the provisioning
and service order process, and will be static. Alternate routing for PV C-based CRS could also be
pre-established in those situations when the direct route is not available (e.g., in afailure situation).
Alternate routing can be offered as an inter-carrier CRS feature. Coordination of alternate routes
between carriersisfor further study.

8.1.7 Performance and Quality of Service Objectives

For the PV C-based ATM CRS, only the "information transfer phase” is considered here; the "call
establishment” and "call release” phases will be considered for SVC-based ATM CRSin alater

Version of this document. The generic performance criteri ad37] include the primary (i.e., directly
observable) performance parameters, and the derived (i.e., caculated from the primary
performance parameters) performance parameters. The first three of the following objectives are
the primary performance parameters, and the fourth one is a derived performance parameter:

— Speed (Delay and Bandwidth)
— Accuracy
— Dependability
— Availability
The above objectives are defined by the parametersincluding(38] : Cell Transfer Delay, Cell Delay

Variation (CDV), Cells Mis-insertion Rate, Cell Error Ratio, Cell Loss Ratio, Mean Time Between
Service Outages, and Mean Time to Restore.

8.2 CRS Specific Functions

This section addresses B-ICl service specific functions (U-Plane) above the ATM layer, for
example, ATM Adaptation Layer (AAL), and network interworking, where applicable.

For the inter-carrier CRS, B-ICI related service specific functions (above the ATM layer) in the U-
Plane are not applicable for this Version of the document.

8.3 CRS Traffic Management and Networ k Performance

This section provides CRS specific traffic management functions and network performance
considerations that are required for aB-ICl.

8.3.1 Traffic Management

Traffic management impacts for CRS at a B-1CI are considered here. These are the additiona
information (beyond that needed for the B-ICI traffic contract) that should be exchanged between
carriers to increase the efficiency of each carrier's CAC function, and the preservation of EFCI
function'sintegrity across a B-I1ClI.
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A carrier's CAC function and its engineering of its network portion can generaly by facilitated by
the avallability of additiona information beyond that required for the carrier-to-carrier traffic
contract at aB-ICl, asgivenin Section 5.2. Additional information that may — subject to bilatera
agreement — be exchanged for aVCC carrying CRS includes (as part of the Source Traffic

Descriptor) aVCC's Sustainable Cell Rate and Burst Tolerancel19]. This additional information
should be included for both the CLP = 0 and CLP = 0+1 cell streams on any VCC carrying CRS
whenever a carrier supports both of these cell streams.

8.3.2 Network Performance

For this Version of the B-I1CI Specification, no additional performance considerations are included
beyond those given in Section 5.1. Section 5.1 makes use of the ATM layer network performance

parameters defined in[19].

8.4 CRSOperations and Maintenance

For the inter-carrier CRS, the common B-ICl operations and maintenance provided in Section 6
apply.
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9. PVC-Based Inter-Carrier CES Support on a B-1Cl

The PV C-based Circuit Emulation Service (CES) is one of the inter-carrier services supported by a
multi-service B-ICI. This section provides the definition, service specific functions (U-Plane),
traffic management and network performance, and operations for supporting the inter-carrier DSn
(n=1, 3) CESon aB-ICIl. (Note: DS1 and DS3 sub-rate grooming capability is not considered
part of the CES support on the B-1Cl.)

9.1 Definition

Circuit Emulation Service (CES) provides support for transporting CBR signals (or "circuits")
using ATM technology. An example of this serviceis DS1 and DS3 circuit emulation. The CES
allows the CBR users to communicate with each other using an ATM UNI or a DSn interface
supported by the respective carriers, and with a B-ICl providing the inter-carrier connectivity.

Figure 9.1 shows examples of CES and itsrole in supporting CBR services.

In Case (a), a B-ICI supports the transport of DSn signals between the Carrier A and Carrier B
networks which are connecting the users with the ATM UNIs at both ends. In this Case, a B-ICI
supports the inter-carrier CBR service using CRS. (Note: This case is covered under the CRSif
the AAL Type 1 isonly present in the Customer Premises Equipment (CPE), If the network
supports the AAL Type 1, higher layer requirements on the B-1CI will apply).

In Case (b), a B-1Cl supports the transport of DSn signals between the Carrier A and Carrier B
networks which are connecting the users with an ATM UNI on one end and a DSn interface at the
other end. In this Case, a B-ICl supports the inter-carrier CBR service using network interworking
functions and the AAL Type 1 performed by the Carrier B.

In Case (c), a B-ICI supports the transport of DSn signals between the Carrier A and Carrier B
networks which are connecting the users with the DSn interface at both ends. In this Case, a B-1Cl
supports the inter-carrier CBR service using network interworking functions and the AAL Type 1
performed by both the Carrier A and Carrier B.

9.2 CES Specific Functions

This section provides the B-ICI service specific functions (U-Plane) above the ATM layer, for
example, ATM Adaptation Layer (AAL), and network interworking, where applicable.

The Circuit Emulation Service (CES) specific functions at the sending end converting a DSn signal
into ATM cells, and at the receiving end converting the stream of ATM cells back into aDSn signal
are shown in Figure 9.2. This section describes the CES specific interworking functions between
the DSn and Convergence Sublayer (CS), and between the CS and DSn, as asignal flows from the
sending end to the receiving end. In addition, the functions performed by the AAL Type 1 SAR
and CS, are also identified.
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Figure 9.1 CBR Services Support Using Inter-Carrier CESon a B-ICI
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Figure 9.2 CES Specific Functions at the Sending and Receiving Ends

Circuit emulation of Constant Bit Rate (CBR) service, such as DS1 or DS3, is supported with the
functions of the CBR ATM Adaptation Layer (AAL) which resides above the ATM Layer. The
subset of CBR AAL functions and protocols used to support DS1/DS3 circuit emulation are

referred to as Unstructured Data Transferl® (UDT).

9.2.1 CBR AAL Functions

This section describes the CBR AAL functions used to support UDT for DS1 and DS3 circuit
emulation. The CBR AAL consists of two sublayers, the Segmentation and Reassembly (SAR)
sublayer and the Convergence Sublayer (CS). The SAR sublayer isthe lower sublayer and the CS
isthe higher sublayer of the AAL.

Sending End:

At the sending end, DS1 or DS3 termination functions and the interworking between the DSn and
CSof the AAL Type 1 are performed.

At the sending AAL-entity, the CS performs the following functions:
1. Blocks DS1 and DS3 bitsinto 47-octet CS_PDUs for transport as SAR_PDU payloads.

2. Generates sequence count cycle values (Modulo 8) to be associated with each 47-octet
CS _PDU blocked.

19 Thetransfer of AAL-user information supported by the CBR AAL when the AAL-user data transferred by the
AAL isnot organized into data blocks.
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3. Usesthe Synchronous Residual Time Stamp (SRTS) method for clock recovery when a
common reference clock is available on both sides of the B-1Cl. When a common reference
clock is not available, other methods (e.g., Adaptive Clock Recovery) could be used.

4. Specifiesthe Convergence Sublayer Indicator bit value associated with each sequence count
value and 47-octet CS_PDU.

5. Passestheinformation to the sending-AAL SAR for the generation of SAR_PDUs.
At the sending AAL-entity, the SAR sublayer performs the function of generating the SAR_PDU

header, and the SAR_PDU from information parameters provided by the sending-AAL CS. The
AAL Type 1 SAR_PDU structure is shown in Figure 9.3.

Sequence Sequence

Number
Number : SAR_PDU Payload
. Protection —

Figure 9.3 AAL Typel SAR_PDU Structure

The sending AAL-entity also assumes in the case of DS1 and DS3 circuit emulation that DS1 and
DS3 Loss of Signal (LOS) detection is performed as an interworking function to support fault
location. Thisisrequired by the ANSI CBR AAL standard. The generation of aDS1 or aDS3
Alarm Indication Signal (AIS) in response to a LOS condition may also be needed as an
interworking function, but thisis an open issue in standards. LOS and AlS detection are discussed
further in Section 9.4.

Receiving End:

At the receiving AAL-entity, the SAR sublayer performs the function of processing cell payloads
received as SAR_PDUs to recover the SAR_PDU header and 47-octet SAR_PDU payload of AAL
user information, checking the integrity of the SAR PDU header (i.e., bit error
correction/detection), and passing information parameters to the receiving-AAL CS.

At the receiving AAL-entity, the CS performs the following functions0:

1. Recognizes astarvation condition to exist when no AAL_SDUs (i.e., user information bits)
are available to passto the AAL user. The starvation condition is cleared through the arrival
of CS_PDUs.

2. Detectsthelossof CS PDUs dueto cell loss events which do not result in a starvation
condition. (These events are detected using the cyclic sequence count values.)

20 Detailed specifications associated with these functions and further discussion of SRTS clock recovery, can be
found inthe ANSI CBR AAL standard.
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3. Triggersthe generation of dummy AAL_SDUs corresponding to aDS1 or DS3 Alarm
Indication Signal (AlS) to maintain bit count integrity to the AAL user. For the case of cdll
loss which results in no starvation condition the AlS generation shall be done in 47-octet
segments which replace the AAL_SDUs associated with the CS_PDUs identified aslost.
For the case of a starvation condition the Al'S generation continues until the starvation
condition is cleared and normal operation is resumed.

4. Recoversthe DS1 or DS3 asynchronous clock using the SRTS method if the SRTS method
isused at the sending end. Other methods (e.g., Adaptive Clock Recovery) could be used
when SRTSis not supported.

5. Deblocksthe 47-octet CS-PDUs and uses the recovered clock to passthe AAL_SDUs (i.e,
user information bits) to the AAL user.

At the recelving end, no CS/DSn interworking functions are performed.

(R) 9-1 Network equipment associated with a multi-service B-1Cl supporting
DS1 or DS3 CES shall support CBR AAL Unstructured Data Transfer

(UDT) functions as specified in ANSI T1.CBRI39].

9.3 CESTraffic Management and Networ k Performance

This section provides CES specific traffic management functions and network performance
considerations that are required for aB-ICl.

9.3.1 Traffic Management

A carrier's CAC function and its engineering of its network portion can generally by facilitated by
the availability of additional information beyond that required for the carrier-to-carrier traffic
contract at a B-ICl, as given in Section 5.2. Additional information may — subject to bilateral
agreement — be exchanged for aVVCC carrying the CES.

9.3.2 Network Performance

For this Version of the B-ICI Specification, the network performance considerations are as given
in Section 5.1, including use of the ATM layer network performance parameters defined in(19].
DS3 and DS1 CES should receive a QOS clasd 19 having a stringent objective for Cell Loss Ratio.

9.4 CES Operations and Maintenance

This section provides the AAL Type 1 operations above the ATM layer. Operations for layers
above the AAL are not discussed in this Version. Section 9.4.1 discusses operations for the
common part of the AAL Type 1, and Section 9.4.2 discusses operations for the service specific
part of the AAL Type 1.
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9.4.1 Operations for Common Part of the AAL Typel

This section specifies performance measurements needed to monitor service independent errors for
AAL Type 1. Performance measurements are needed at AAL Type 1 entities to record errorsin
transmission.

At the sending Interworking Function (IWF)2L it is possible that the ATM Layer is not providing
adequate transport for the SAR_PDUs sent by the AAL Type 1. In this case, the sending IWF can

become congested and SAR_PDUs may be discarded. At the sending IWF, the following error
condition may occur:

» Congestion at the sending IWF: The number of SAR_PDUs discarded to relieve
congestion should be counted.

At the receiving IWF, the following error conditions may occur:
» Buffer overflows. The number of SAR_PDUs dropped should be counted.

* Cdllosses: Cell lossis detected through sequence count value violations during non-
starvation conditions. The number of cell payloadsidentified aslost is estimated.

e Starvation conditions; Starvation conditions occur when no cells are in the buffer of the
receiving IWF. The AAL Type 1 reports the status of a starvation condition by reporting
the start and stop times of AlS generation. The number of starvation events during a
measurement interval, and the total time in the starvation condition, should be measured.

(R) 9-2 Network equipment at a B-1Cl performing receiving IWF functions (with an
AAL Type 1 supporting UDT) shall measure buffer overflows, cell loss,
number of starvation events, and time in the starvation condition.

A typical value for ameasurement interval could be 15 minutes, and at least 8 hours of history
should be kept. The measurement interval and amount of history data will be established by
bilateral agreements between the carriers.

9.4.2 Operations for Service Specific Part of the AAL Typeland IWF

This section discusses the operations functions required to support Unstructured Data Transfer
(UDT), which is used to support the inter-carrier DS1/DS3 Circuit Emulation Service (CES). As

discussed inthe AAL Typel Standard[39], many of the operations functions that will be discussed
in this section are considered "common". However, AAL Type 1 isnot formally divided into a
common part and a service-specific part. Thus, athough the text in this discussion is written in the
service-specific context of DS1/DS3 CES, many of the functions are expected to be generic for al
services supported by AAL Type 1.

As discussed in Section 9.2, the DSn/Convergence Sublayer (CS) interworking at the sending
Interworking Function (IWF) must detect LOS. (Thisis arequirement stated in the AAL Type 1

Standard39]). LOS is declared when 175 + 75 consecutive Os, or no pulses, are received.

21 The sending and receiving IWFs areillustrated in Figure 9.4.
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(R) 9-3 A sending IWF supporting UDT at a B-ICl shall detect LOS, as specified in
ANSI T1.CBR-1993[39].

DSn/CS interworking may also detect Loss of Frame (LOF) and report it to the DSn/CS
interworking function as an LOS.

Upon detection of LOS by DSn/CS interworking, two possible options are: (a) the AAL
Management can suspend the AAL Type 1 generation of SAR_PDUSs, or (b) the AAL Type 1 user
(i.e., DSn/CS interworking) can generate a DSn Alarm Indication Signal (AlS) and map it into
SAR_PDUs. A drawback of option (a) is that the receiving IWF cannot distinguish between an
ATM failure or not. The implementation of option (b) will result in no problem detected at the
receiving AAL Type 1 entity when a DSn problem has been detected prior to the DSn signal being
converted to ATM cells. The AIS will be detected by DSn equipment downstream of the AAL Type
1 entity. Alarms detected at the receiving IWF will indicate problemsin the ATM network only.

(R) 9-4 Network equipment at a B-ICl performing sending IWF functions (with an
AAL Type 1 supporting UDT) shall generateaDSn AlS signal, and map it

into SAR_PDUSs, upon being informed of an LOS by DSn/CS

interworking.

The above requirement only applies when the LOS is first detected at the sending IWF. If the
sending IWF receives aDSn AIS from an upstream device, it simply transports the AIS. If afault
occurs within the ATM network resulting in a starvation condition occurring at the receiving IWF,
the AAL Type 1 at that IWF shall generate dummy AAL-SDUs corresponding to aDSn AlS.
Figure 9.4 shows the various places a fault may occur, and the resulting actionsin the network.
[Note: DSn Xcon. = DSn Cross-connect; ATM Sw. = ATM Switch].

See the Following Page

Figure 9.4 Alarm Propagation Behavior for Different Fault L ocations
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10. PVC-Based Inter-Carrier FRS Support on a B-ICl

The PV C-based Frame Relay Service (FRS) is one of the inter-carrier services supported by a
multi-service B-ICI. This section provides the definition, service specific functions (U-Plane),
traffic management and network performance, and operations for supporting the inter-carrier FRS
on aB-ICI.

10.1 Definition

The FRSI49] is a connection-oriented data transport service that provides for the bi-directional
transfer of variable-length packets for LAN interconnection and terminal-host applicati ond41].

The FRS[42] requires the initial establishment of end-to-end connections, either through
provisioning or cal setup procedures. Initid FRS will be based on provisioned PVCs.
Requirements for SV C-based FRS are expected to follow in future Versions of this document.
Customer access to the FRS will initially be over service specific customer interface. The carrier
network or Broadband Customer Premises Equipment (B-CPE) provides an interworking function
to convert FRS datato ATM cells as detailed later in this section.

Theinter-carrier FRS43] includes the following[44]:

» Service Characteristics and Attributes: These include FRS rates, FRS feature transparency,
and service features, e.g., point-to-point, multipoint, multicasting.

* Network Assumptions
» Carrier Selection

* Addressing

* Routing

» Performance and Quality of Service Objectives: For the PV C-based ATM FRS, only the
"information transfer phase" is considered here; the "call establishment™ and "call release”
phases will be considered for SV C-based ATM FRSin alater Version of this document.

The generic performance criterial 37] include the primary (i.e., directly observable)
performance parameters, and the derived (i.e., calculated from the primary performance
parameters) performance parameters. The first three of the following objectives are the
primary performance parameters, and the fourth one is a derived performance parameter:

— Speed (Delay and Bandwidth)
— Accuracy

— Dependability

— Auvailability

The above objectives are defined by the parametersincludi ng[45]: Frame Transfer Delay, Residual
Errored Ratio, Frame Loss Ratio, Bit Loss Ratio, Extra Frame Rate, Mean Time Between Service
Outages, and Mean Time to Restore.
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10.2 FRS Specific Functions

This section describes a FRS specific functions including the FR//BISDN Inter-Working Function
(IWF) which isrequired to support carriage of PVC FRS across a multiservice B-ICI. This IWF

conformsto the CCITT Recommendations |.555[46] and 1.365.1[47].

Figure 10.1 illustrates three FRS access configurations labeled A1 through A3 (or B1 through B3)
supported by the B-ICI. Interconnection between any of the access configurations shall be
supported. These interconnections lead to six possible reference configurations. A complete list of
reference configurationsis:

1. Alto Bl
2.A1to B2
3. Al1to B3
4. A2toB2
5. A2t0B3
6. A3to B3

Carrier A

Carrier B

FR UNI

nms—
nms—

Bl

ATM Network

_/

Frame Relay
Network

ATM Network |—1 ER-CP

'n'é—

FR-CPH

FR UN

FR UNI

A3 E ATM UNI

B-CPE Emulating FR

B-CPE Emulating FR

Figure 10.1 FRS Support on an ATM-based Multi-Service B-ICI

Figure 10.1 does not imply any particular physical location for an IWF. Three examples of where
the IWF may be implemented are illustrated in Figure 10.2. From the perspective of the B-IClI, all
of the examples are functionally equivaent (i.e., provide the same IWF).
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B-ICI

FR Network
or B-CPE

@
B-ICl

FR Network
or FR-CPE

ATM
Network

(b)
B-I1Cl
|
FR Network W ATM
or FR-CPE F Network
©)

Figure 10.2 Example Realizations of IWF Which are Equivalent for the B-1Cl

() - Possible redlization of access configuration A2 or A3 from Figure 10.1
(b) - Possible realization of access configuration A1 or A2 from Figure 10.1
(c) - Possible redlization of access configuration A1 or A2 from Figure 10.1

10.2.1 Network Inter-Working Scenarios

There are two Network Interworking scenarios that are defined in the CCITT Recommendation

1.555[46], Scenario 1 connects two Frame Relay Networks/CPE using BISDN. Scenario 2
connects a Frame Relay Network/CPE with a B-CPE using BISDN. These two scenarios cover the
six reference configurations that are described earlier. These two scenarios showing network
interworking between Frame Relay Bearer Service (FRBS) and BISDN are described below.

10.2.1.1 Network Inter-Working Scenario 1

The U-plane protocols associated with high speed interconnection based on ATM between two FR
Network/CPE are shown in Figure 10.3.

The use of the BISDN network by two FR Networks/CPE is not visible to the end users. The end
user protocol suites remain intact. The IWF provides all mapping and encapsulation functions
necessary to ensure that the service provided to FR-CPE is unchanged by the presence of an ATM

transport. See CCITT Recommendation |.555 [46] for more details.

The reference configurations that are supported by Network Inter-Working Scenario 1 are: A1-B1,
A1-B2, and A2-B2 listed earlier.
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CORE CORE| CPCS CPCS | Core CORE
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PHY PHY [ PHY PHY I PHY PHY PHY PHY

Figure 10.3 Network Inter-Working Between FRBS and BISDN (1.555 Scenario
1)

10.2.1.2 Network Inter-Working Scenario 2

The U-plane protocols associated with interconnection between FR Network/CPE and a B-CPE are
shown in Figure 10.4.

The use of the BISDN by a FR Network/CPE and a BISDN CPE is not visible to the FR end
users. The BISDN CPE must support the FR Service Specific Convergence Sublayer (FR-SSCS)
inits protocol stack. The IWF provides all functions necessary to ensure that the service provided
to the FR-CPE is unchanged by the presence of an ATM transport. See CCITT Recommendation

|.555 [46] for more details.

The reference configurations that are supported by Network Inter-Working Scenario 2 are: A1-B3
and A2-B3 listed earlier.

Reference configuration (A3-B3), B-CPE to B-CPE, is not explicitly covered by the CCITT
Recommendation 1.555 Network Inter-Working Scenarios. No IWF exists in the network for this
configuration.
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Figure 10.4 Network Inter-working Between FRBS and BISDN (1.555 Scenario
2)

10.2.2 Network Inter-Working Functions

The IWF provides functiona mapping between FRS functions and BISDN functions. FRS
features to be supported include the following:

Variable Length PDU Formatting and Delimiting
Error Detection

Connection Multiplexing

Loss Priority Indication

Congestion Indication (Forward & Backward)
PV C Status M anagement

ok wWNE

Figure 10.5 illustrates the internal protocol architecture of the FR/BISDN IWF. The BISDN
sublayers and the support of the above FRS features by these sublayers are described below.

10.2.2.1 Frame Formatting and Delimiting

The FRS Specific Convergence Sublayer uses a PDU format identical to Q.922 Core minus the
CRC-16, FLAGs and zero bit insertion (Figure 10.6).

(R) 10-1 The FRIATM IWF shall use the FR-SSCS as specified in [47],
(R) 10-2 The default (2 octet) address field format shall be supported.
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(0) 10-1 The support of 3 and 4 octet address field formatsis an option.

The Segmentation and Reassembly (SAR) and Common Part Convergence Sublayer (CPCS) of
the ATM Adaptation Layer (AAL) Type 5 in conjunction with the ATM layer
ATM user to ATM_user indication provides segmentation and reassembly (frame delimiting) for

FR-SSCS PDUs.

(R) 10-3 The FR/IATM IWF shall utilizethe AAL Type5 CPCSand SAR as
specified in the CCITT Recommendation 1.363 [48] (Figure 10.7).

FR-SSCS
Q.922 AAL Type 5 CPCS
CORE
AAL Type 5 SAR
ATM
PHY
PHY
FR BISDN

Figure 10.5 FR/BISDN IWF Internal Architecture

Default Header Format 3 Octet Header Format 4 Octet Header Format
L T T = e A I P
B B B B B B
1 (upper) DLCI C/H E(f‘ (upper) DLCI C/R %A (upper) DLCI C/H %“\
FE|B EA FH BE EA FE| BE EA
(Tower) DLCI| C'\I BT DE DLCI BEIEER DLCI |C,\]CN DE
3 | DLCI EA EA
?'Vyg RE cor%rrol 4 1 Tower Dlé_lf:clil or ISA
INFORMATION E)L-C(%RE control  [P/4 1

(integer number of octets:
1...262...1600... octets)

DLCI = DataLink Connection Identifier (10/16/17/23 hits)
C/R = Command/Response-hit

EA = Address Extension Bit

n FECN = Forward Explicit Congestion Notification

BECN = Backward Explicit Congestion Notification

DE = Discard Eligibility

FCS = Frame Check Sequence

D/C = DLCI or DL-CORE control indicator

Figure 10.6 Structure of FR-SSCS-PDU With 2, 3, 4 Octet Header For mats
(1.365.1)
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Figure 10.7 AAL Type 5 Common Part (CP) PDU Formats (1.363)

0.2.2.2 Error Detection
The AAL Type5 CPCS CRC-32 provides error detection over the FR-SSCS PDU.

10.2.2.3 Connection Multiplexing

The FR-SSCS can support connection multiplexing using the DLCI field. In addition, the ATM

layer supports connection multiplexing using its VPI/VCI. CCITT Recommendation 1.555[46]
identifies two methods of multiplexing FR connections over BISDN:

1. M any-to-One: Multiple FR logical connections are multiplexed into asingle ATM
Virtual Channel Connection (VCC). Multiplexing is accomplished at the FR-SSCS
sublayer using DLCIs.
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(0) 10-2 The IWF may support many-to-one multiplexing. The FR-SSCS DLCI
value(s) used should be agreed upon between thetwo ATM end systems
(e.g., ATM end users or IWFs).

Many-to-one method may be used only for FR PV Csthat terminate on the same ATM-
based end systems (e.g., ATM end users or IWFs).

2. One-to-One: Each FR logical connection is mapped to asingle ATM VCC.
Multiplexing is performed at the ATM-layer usng VPI/VCls.

(R) 10-4 The IWF shall support one-to-one multiplexing. The FR-SSCS DL CI vaue
used shall be agreed upon between thetwo ATM end systems (e.g., ATM
end users or IWFs).

An objective is that many-to-one and one-to-one multiplexing schemes will interoperate.

10.2.2.4 Discard Eligibility and Cell Loss Priority Mapping
(i) Frame Relay to BISDN Direction

The network provider can select between two modes of operation for loss priority mapping in the
FR to BISDN direction (Figure 10.8).

(R) 10-5 IWF equipment shall support both of the following two modes, selectable
for eech ATM connection:

M ode 1: The Discard Eligibility (DE) field in the Q.922 Core frame shall
be copied unchanged into the DE field in the FR-SSCS-PDU header, and
mapped to the ATM Cell Loss priority (CLP) of every ATM cell generated
by the segmentation process of that frame.

M ode 2: The Discard Eligibility (DE) field in the Q.922 Core frame shall
be copied unchanged into the DE field in the FR-SSCS-PDU header, and
the ATM Caell Loss Priority (CLP) of every ATM cell generated by the
segmentation process of that frame shall be set to a constant value (either O
or 1). Thevaueis decided when the ATM connection is set up, and is used
for al cells generated from the segmentation process of every frame, until
the ATM connection characteristics are changed.

(ii) BISDN to Frame Relay Direction

The network provider can select between two modes of operation for loss priority mapping in the
BISDN to FR direction (Figure 10.8).

(R) 10-6 IWF equipment shall support both of the following two modes, selectable
for each ATM connection:

Mode 1: If one or more ATM cell belonging to aframe hasits CLP field
set or if the DE field of the FR-SSCS-PDU is set, the IWF shall set the DE
field of the Q.922 Core frame.
Mode 2: No mapping shall be performed from the ATM layer to Q.922
Corelayer. The FR-SSCS-PDU DE field is copied unchanged to the

ATM Forum Technical Committee Page 199



af-bici-0013.003 B-1CI Specification, V 2.0, December 1995

Q.922 Core frame DE field, independent of CLP indication(s) received at

the ATM layer.
FR-to-BISDN FR-to-BISDN
Mode 1 Mode 2
o | o o)
S Ly 933 5 | 2n @
N '3 5= S | 83 38
852 &5 Y L 5P
=ye’ IEE g o | ex E%
DE | DE CLP DE | DE cLP
|
| O 0
| 0 | 0 Y
1 1 1 1 | 1 Y
I (Notel) | (Note 2)

Note 1: For all cells generated
from the segmentation process Note 2: Y canbe 0 or 1.
of that frame.

BISDN-to-FR BISDN-to-FR

Mode 1 Mode 2

5 o | © o )
& o] n o)
£ ggg L Eg 7'
Sk fe4 I 8 Sk =50 | 5
s SR Yo} =< 2k i=Joy
CLP DE : DE CLP DE : DE
o 0, O X 0 | 0
1 1
(Note 3) | I

Note 3: For 1 or more
cells of the frame.

10.2.2.5

10.2.2.5.1

Figure 10.8 DE/CLP Mapping

Congestion Indication

Congestion Indication (Forward)

Forward congestion indication is supported at the frame level with Forward Explicit Congestion
Notification (FECN) and at the cell level with Explicit Forward Congestion Indication (EFCI).
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(i) Frame Relay to BISDN Direction
Frame level FECN is not mapped to cell level EFCI (Figure 10.9).
(R) 10-7 The FECN field of the Q.922 Core frame shall be copied unchanged into the
FECN field in the FR-SSCS-PDU. The EFCI field of al ATM cells shall be
always set to '0'.
(i) BISDN to Frame Relay Direction
Cdll level EFCI is mapped to frame level FECN (Figure 10.9).
(R) 10-8 If the EFCI field inthelast ATM cell of asegmented frame received is set,

or if the FECN field of the received FR-SSCS-PDU is set, then the IWF
shall set the FECN of the Q.922 Core frame.

FR-to-BISDN BISDN-to-FR
Q.922 ' SSCS ATM ATM  ssCS, Q22
FECN ' FECN EFCI EFCl  FECN' FECN

: (in last cell) :
, .

o ' O 0 0 : 0
1

1, 1 0 X 1 1
1

: 1 X 1

Figure 10.9 FECN/EFCI Mapping

10.2.2.5.2 Congestion Indication (Backward)

Backward congestion indication is supported only at the frame level by the Backward Explicit
Congestion Notification (BECN) field (Figure 10.10).

(i) BISDN to Frame Relay Direction

(R) 10-9 The BECN field in the FR-SSCS-PDU shall be copied unchanged into the
BECN field of the Q.922 Core frame.
(ii) Frame Relay to BISDN Direction

(R) 10-10 TheBECN field in the FR-SSCS-PDU shall be set to "1" by the IWF if
either of the following two conditions is met:

1. BECN issetinthe Q.922 Core framerelayed in the FR to BISDN
direction, or

2. EFCl wassetinthelast ATM cell of the last segmented frame
received in the BISDN to FR direction for this bi-directional
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connection (i.e., EFCI = 1 to FECN mapping was performed by
the IWF in the BISDN to FR direction).

(O) 10-3 A mechanism may be needed to exit the congestion state dependent on the
traffic activity of the ATM virtua channels. As an example (Figure 10.10),

atimer can be used to reset the congestion state (condition 2 above) after a

time period T if no new congestion information isreceived in the BISDN to

Frame Relay (FR) direction. If the EFCI of the last cell of the next frame

received is not set, the congestion state is cleared. Otherwise, the timer is

restarted. The value of the FECN received in the FR-SSCS-PDU is not

mapped to the BECN of the FR-SSCS-PDU in the opposite direction.

FR-SSCS FR-SSCS
Frame is Frame is
received wit received wit
last cell last cell
EFCI=0 EFClI=1

Congested
VCC
State

Uncongested
VCC
State

When a frame is relayed in
FR to BISDN direction for the

FR-SSCS Frame is received
with last cell EFCI =1.

When a frame is relayed in
FR to BISDN direction for

the same ATM VCC, BECN
issetto 1 in FR-SSCS.

same ATM VCC, BECN is
copied unchanged from
Q.922 Core to FR-SSCS.

FR-SSCS Frame is received
with last cell EFCI =0
(optional mechanism, e.g.,
timer expired).

Figure 10.10 Congestion State Diagram for VCC

10.2.2.6 FR PVC Status Management

The management of the ATM layer and the FR PV C Status Management of the FR-SSCS layer can
operate independently. Possible interaction between the FR PV C Status Management and the ATM
PVC management are for further study. Each layer has its own responsibility for the layer
management (e.g., some functions of the management in the ATM layer will be performed by
usage of the OAM cell flows).

The management of FR PVCs for FR UNI and FR NNI will remain unchanged. The PVC
management procedures described here only covers the management of the FR PV Cs carried by the
ATM network (i.e., FR-SSCS management). The protocol stacks of the IWF and the FRS
supporting B-CPE with status management are shown in Figure 10.11.
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FR Status Management |5 933 0.933
(per access port) Annex Annex FR-SSCS Status Management (per VCC)
- (1 A - -
FR-SSCS
Q.922 CPCS
Core
SAR
ATM Status Management (OAM).
ATM - o
PHY PHY
IWIEF
Q.933 | FR-SSCS Status Management (per VCC)
Annex
A <+ B
FR-SSCS
CPCS
SAR
ATM Status Management (OAM).
ATM < -
PHY
B-CIPE
Figure 10.11 Protocol Stacks of IWF and B-CPE With FR PVC Status
M anagement
(R) 10-11  The management of the FR-SSCS layer shall be performed by bi-directional

(symmetric) PV C management procedures adopted from the CCITT
Recommendation Q.933 Annex A. Selection of specific options within the
Q.933 Annex A shall be aligned with the FR Forum Implementation

Agreement.
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Note: This applies for the B-CPE emulating FR (Figure 10.1). Thisallows all six connection
possibilities of Figure 10.1, including the A3 to B3 Case.

For FR PV C Status Management of FR connection(s) carried by an ATM VCC, DLCI = 0isused
to exchange PV C status management between IWF(s) and/or B-CPE emulating FR.

(R) 10-12 ThePVC gtatusfrom the ATM layer shall be used by the FR-SSCS layer
when determining the status of the FR PV Cs.

In the case of one-to-one connection multiplexing, the procedures described in ITU-T
Recommendation Q.933 Annex A apply asfollows:

(1) N391 default isset to 1. Link Integrity Verification of ATM VCCis provided by ATM
OAM F5flow. The ATM VCC status obtained by OAM F5 flow is conveyed to Q.933
Annex A entity.
(2) T391 and T392 timers default value is set to 180 and 200 seconds respectively.

The use of the Frame Relay asynchronous message as specified in Q.933 Annex A proceduresis
recommended.

10.3 FRS Traffic Management and Network Performance

This section provides FRS specific traffic management functions and network performance
considerations that are required for aB-ICl.

10.3.1 Traffic Management

Traffic management impacts for FRS at a B-1Cl are considered here. These are the additiona
information (beyond that required for the carrier-to-carrier traffic contract at a B-ICl) that can
increase the efficiency of acarrier's CAC function, and the preservation of Frame Relay's Forward
Error Congestion Notification (FECN), Backward Error Congestion Notification (BECN) and
Discard Eligibility (DE) functions integrity across aB-ICI.

A carrier's CAC function and its engineering of its network portion can generally by facilitated by
the availability of additional information beyond that required for the carrier-to-carrier traffic
contract at a B-ICIl. Additiona information that may — subject to bilateral agreement — be
exchanged for a VCC carrying FRS are: FRS subscriber's Committed Information Rate (CIR),
Excess Information Rate (EIR), Committed Burst Length (CBL) and Excess Burst Length

(EBL)[40]. The Peak Cell Rate (PCR) and Sustained Cell Rate (SCR) associated with a FRS
subscriber are aso included with such additional information.

It isimportant to preserve the integrity of the FECN, BECN and DE functions associated with FRS
when that service is supported across a B-1Cl. Congestion conditionsin an ATM network segment
generally cause the ATM layer EFCI code points to be set, and these EFCI code points require
trandation to the FRS layer FECN and BECN hits that are available to end users of FRS.

In the many-to-one scheme of multiplexing, aVCC may carry alarge number of frame relay
connections. In the one-to-one scheme of multiplexing, a VPC may carry alarge number of VCCs
carrying frame relay traffic.

Page 204 ATM Forum Technical Committee



B-1CI Specification, V 2.0, December 1995

When the number of frame relay connections carried on asingle ATM connection is large, the
aggregated frame relay traffic may be characterized by a peak cdl rate. When the number of
multiplexed connections is small, then the traffic at the ATM layer may need to be characterized by
the traffic at the FRS layer adone.

Someinitial guidelines for the inter-carrier FRS traffic characterization and enforcement including
the relationship between Frame Relay's CIR/EIR and BISDN's PCR/SCR are provided in the
Appendix A. Examples of ATM traffic conformance definitions to support FRS can be found in the

1993 ATM Forum UNI Specificationl19].
10.3.2 Networ k Performance

Network performance parameters for Frame Relay have been defi ned[45]. These parameters are
generally based on FRS "Frame" protocol data unit. No additional FRS specific performance
considerations are included in this Version of the B-1Cl Specification.

10.4 FRS Operations and Maintenance

This section provides the AAL Type 5 operations above the ATM layer. Operations for layers
above the AAL are not discussed in thisVersion. Section 10.4.1 discusses operations for the
common part of the AAL Type 5, and Section 10.4.2 discusses operations for the service specific
part of the AAL Type5.

10.4.1 Operations for Common Part of the AAL Type5

This section specifies performance measurements needed to monitor errors for the common part of
the AAL Type 5. Figure 10.12 shows the format of the common part of the AAL Type 5 PDU
(1.363). In this Figure, the CPCS-UU is the Common Part Convergence Sublayer - User-to-User
indication field. It is used to transfer user-to-user information, and so is not monitored by the
network.

CPCS-PDU (Multiple of 48 Bytes)

- o
Common
User Data PAD CPCS-UU|l  Part Length CRC
Indicator
Bytes 0-65535 0-47 1 1 2 4
Figure 10.12 Format of the Common Part of the AAL Type 5 PDU (1.363)

The following error conditions may occur at the receiving point:

e Invalidformat of Common Part Indicator (CPI) field. The only valid value currently
defined for the CPI field isall Os.
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* Lengthviolation. An error occurs when the Length, which is measured in bytes, is not
consistent with the length of the CPCS-PDU. If the length of the CPCS-PDU in bytes
minus the value of the Length field is not in the range [8-55], the two are not consistent.
One exception is when the Length field has avaue of O, which isan indication of a
forward abort. This case shall not be counted as alength violation.

* Oversized Received Service Data Unit (SDU): This error condition occursif a partial or
whole CPCS-PDU isreceived in which the SDU (i.e., User Data) exceeds the maximum
alowed length.

e CRCviolation.

» If thereceving entity implements areassembly timer (which is optional, as specified in
1.363), then the number of timer expirations shall be counted.

(R) 10-13 Network equipment at a B-ICl terminating the AAL Type 5 Common Part
shall count the occurrences of the listed errors at the receiving point.

At the receiving endpoint where the AAL Type 5 is processed, the discard of cells dueto
buffer overflow impairs the ability to reconstruct AAL Type5 PDUs.

(R) 10-13a Network equipment at a B-ICl terminating the AAL Type 5 Common Part
shall count occurrences of cell buffer overflow.

One example of an occurrence of cell buffer overflow is overflow of asingle cell.
However, if thisistoo complex, acount of "congestion events' as defined for a specific
equipment implementation may be adequate as an indication that a performance problem
exists.

A typical value for a measurement interval could be 15 minutes, and at |east 8 hours of history

should be kept. The measurement interval and amount of history data will be established by
bilateral agreements between the carriers.

10.4.2 Operations for FRS Specific Part of the AAL Type5

Operations for FRS specific part of the AAL Type 5 will be provided in future Versions of this
document.
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11. SMDS Support on a B-1ClI

Switched Multi-megabit Data Service?2 (SMDS) is one of the inter-carrier services supported by a
multi-service B-1Cl. This section provides the definition, service specific functions (U-Plane),
traffic management and network performance, and operations for supporting the inter-carrier)
SMDSon aB-ICI.

11.1 Definition

SMDS isapublic packet-switched service that provides for the transfer of variable length data units
at high speeds, without the need for cal establishment procedures. These data units can be
transferred from a single source to single destination (single cast), or from a single source to
multiple destinations (multicast). The integrity of each delivered data unit is preserved with ahigh
degree of reliability. SMDS is specified such that, under normal conditions, end users end-to-end
protocols and applications easily ride on top of the SMDS service layer. This provides the
capability of supporting user applications such as LAN interconnection, and data and image
transfer. Customers access the SMDS over either a service specific customer interface, i.e., the

SMDS Subscriber Network Interface (SNI), or an ATM UNI supporting SMDSI®3]. The carrier
network provides an interworking function for the necessary encapsulation as detailed later in this
section.

The definitiond49 (Figure 11.1) of Exchange SMDS, Exchange Access SMDS, and Inter-
Exchange SMDSfollow:

»  Exchange SMDS: Refersto the end-users in the same exchange serving area
communicating using SMDS. A LEC offersthe service to the end-usersviaa SNI or an
ATM UNI supporting SMDS.

»  Exchange Access SMDS: An access service provided by a LEC to an IEC to support the
|EC's inter-exchange service offering. The IEC uses Exchange Access SMDS to originate
and/or terminate the delivery of SMDS data units of the end users served directly by the
LEC network.

e Inter-Exchange SMDS: Refersto end-users located in different exchange serving areas
communicating using SMDS. An |EC offers the service to the end-user. In some
jurisdictions, carriers may aso offer inter-exchange service within an exchange serving
areg, if the source explicitly chooses the service of the IEC.

Because SMDS isapublic switched service, LECs are expected to offer Exchange SMDS to the
end users and Exchange Access SMDS to the IECs to support IECS' inter-exchange SMDS
offerings. LECs within an exchange serving area may also establish serving arrangements that
define the way the LECs support the exchange and exchange access service each offers. Likewise,
IECs also may make serving arrangements with one another to support their inter-exchange
Services.

22 Within the European context, the connectionless data service, called Connectionless Broadband Data Service
(CBDYS), isspecified in [ETSI ETS 300 217 CBDS], and includes SMDS as a subset. The considerations for the
support of SMDS are applicable to the CBDS as well.
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11.1.1 Exchange SMDS
Exchange SMDS consists of the following features 501

e Carrier Sdlection?3 ;

Individually Addressed Data Unit Transport;

* Local Communications for Multi-CPE Access Arrangements;
* Addresses,

» Source Address Validation;

*  Group Addressed SMDS Data Unit Transport;

* Address Screening;

» AccessClasses; and

e Multiple Data Units in Transit Concurrently (over the SNI or over the ATM UNI
supporting SMDYS).

In addition, the performance and QOS objectives defined in[50] apply to Exchange SMDS,

Exchange Access
SMDS

SNI

Exchange
SMDS

Inter-Exchange

- SMDS -

Figure 11.1 Exchange SMDS, Exchange Access SMDS, and Inter-Exchange
SMDS Definitions

23 The Carrier Selection feature defines how a carrier (serving the source) decides whether to provide Exchange
SMDS or Exchange Access SMDS when an end user sends a data unit.
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11.1.2 Exchange Access SMDS

The source end user is the customer of the IEC for inter-exchange service; the |EC is the customer
of the LEC for Exchange Access SMDS. The same SNI or ATM UNI supporting SMDS is used

for Exchange and Exchange Access SMDS. The features of Exchange Access SMDSI49] include:
* Individually Addressed Data Unit Transport;
* Addresses (including addresses that identify geographical parts of North America,

international addresses, and addresses structured as embodied Service Access Codes
(SACs) and External SACs);

» Carier Selection?4 (by pre-selection and explicit selection);

» Source Address Validation;

» Group-Addressed Data Unit Transport (inter-network aspects);
e End-User Blocking?;

* Routing to IEC Networks; and

e Other features at the SNI or ATM UNI supporting SMDS (i.e., Access Classes, Address
Screening, and Multiple Data Unitsin Transit Concurrently).

In addition, the performance and quality of service objectives, and usage measurements to support
billing for the Exchange Access SMDS defined inl49] apply.

To expedite the availability, Exchange Access SMDS features are phased in[51]. The first phase
comprises all features of the Exchange Access SMDS except the following, which are considered
as part of the Phase 2 deployment:

* Addressfeature related to External SACs,

» Carrier Selection feature related to explicit carrier selection;
« Group-Addressed Data Unit Transport feature related to the (local) resolution option[49!;

* End-User Blocking.

The B-ICI defined in this document supports Phase 1 of the Exchange Access SMDS. To ensure
compatibility, the B-1Cl supports the Phase 2 features to the extent possible.

24 The feature, Carrier Selection, is not yet defined for an international environment.

25 The feature, End User Blocking, is defined for the US environment. ETSI has not defined this feature yet for the
European environment.
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11.1.3 Inter-Carrier Serving Arrangementsfor SMDS

In many exchange serving areas, severa carriers can provide telecommunications services. Each
carrier may offer services separately to its customers. To provide SMDS, the carriers in an
exchange serving area may choose to interoperate. To do so, the carriers establish serving
arrangements that define locally the way in which the companies support the services that each
offers.

For example, to provide Exchange SMDS to its customer, a LEC that serves the source end user
may arrange to use the facilities of another LEC to reach those destinations that the latter LEC
serves. The IECs may aso make SMDS serving arrangements with one another that define the way
in which the IECs support the inter-exchange services that each offers.

11.1.4 Support of SMDSin the European Environment

In the European environment, there is no hierarchy of local carrier networks such as LECs and
long distance carrier networks such as IECsin the U.S.A. In Europe, Public Telecommunication
Operator (PTO) networks behave much more like peer networks, and Public Telecommunication
Operator Domains (PTODs) may cover ether an entire country or sometimes only part of a
country. In some countries, PTOs may compete; in other countries, PTOs operate as a monopoly.
A European PTO may offer the following four services, depending on the source and destination
of aparticular SMDS packet (Figure 11.1a):

* Intra-network SMDS, which is analogous to Exchange SMDS in the U.S.A., when only
one PTO isinvolved.

* Originating intra-network SMDS, which delivers SMDS packets from a directly attached
SNI/UNI to a B-ICI connecting to another PTO network.

* Terminating intra-network SMDS, which delivers SMDS packets from a B-1CI connected
to another PTO network to an SNI/UNI that is directly attached.

e Trangtintra-network SMDS, which delivers SMDS packets from a B-ICl connected to one
PTO network to a B-1CI connected to another PTO network.

SNI or UNI

SNI or UNI B-ICI B-ICI
PTOA oS PTOC
ATM Network ATM Networ ATM Network —I—

SNI or UNI

Figure1l.la Generic Network Model for the European Environment

In the European environment, there may be several paths, through different PTO networks, joining
any two end customers. Each of the PTO networks in that path must have sufficient information to
decide which is the appropriate PTO network to which send the data unit. This routing information
may be arrived at by a number of mechanism, for example:
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*  Mutua agreement among al PTOs;
» Bilatera agreement among adjacent PTOs; or
* Anexplicit route selection indicated by the originator of the SMDS data unit.

For the European environment, the inter-network SMDS provides the following featured 641

Carrier Selection;

Individually Addressed Data Unit Transport;

Addresses;

Source Address Validation

Group Addressed SMDS Data Unit Transport;

Address Screening;

Access Classes;

Routing to PTO; and

Multiple Data Unitsin Transit Concurrently (Over the SNI/UNI).

The support of SMDS at the B-ICI in European environment, as specified by the applicable
requirements in Section 11.2, is compliant to ITU-T Recommendations 1.363 and 1.364, and ETSI

Standards prETS-300478166] and prETS-30047967].

11.2 SMDS Specific Functions

This section provides the SMDS specific functions (U-Plane), for example, network interworking,
ATM Adaptation Layer (AAL), and the connectionless service layer.

To support SMDS, acarrier may provide processing at several different levels. These levelsrange
from point-to-point traffic transport between carriers to full processing and routing of SMDS
packets (e.g., Inter Carrier Interface Protocol Connectionless Service (ICIP_CLS) Protocol Data
Units (PDUs)) based on their packet level addresses. The requirements in this document support
configurations where each carier provides full SMDS processing. Additionally, these
requirements may support some configurations where not all carriers provide full SMDS
processing; however, such configurations require further study.

11.2.1 SMDS/ATM Network Interworking Functions

This section describes B-IClI related SMDS/ATM network interworking. In the case of SMDS,
when anon-ATM user is connected to a Carrier A's ATM network, this Carrier performs some
SMDS/ATM network Inter-Working Functions (IWF) as part of the inter-carrier service before it
connects to another Carrier B's ATM network viaaB-ICl. The SMDSATM network interworking
functions that are likely to be performed by the originating Carrier A's network, as part of the
processing before delivering to the destination Carrier B's network, include the following:

1. For end user SMDS access over an SN, the |EEE 802.6-based SIP is mapped to the
ATM-based B-ICI protocols. Thisincludes encapsulation of the SIP L3 _PDU within
anICIP_CLS PDU. A similar ICIP_CLS PDU encapsulation takes place when the

end user accesses SMDS over an ATM UNI supporting SMDS. The CCITT AAL Type
3/4 is used to support the transport of an ICIP_CLS PDU within ATM cells.

2. Mapping Functions (MF) include routing, carrier selection, group address resolution, etc.
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3. Mapping of SMDS related QOS and performance parametersto ATM related QOS Class
and network performance parameters are addressed in alater section.

The protocol architecturein Figure 11.2 illustrates the role of SMDS/ATM network interworking
functions in supporting an end-to-end inter-carrier SMDS service using a B-1Cl.

SNI

SNI

Carrier A

IWF

B-IClI

Carrier B

IWF

SNI

SNI

SIP L3 ICIP_CLS ICIP_CLS
SIP L3

AAL 3/4 AAL 3/4

SIP L2
ATM ATM ATM ATM SIP L2
B-I1ClI
SIP L1 PHY PHY | PHY PHY SIP L1
|
(2) Interconnection of Two SMDS Networks
Carrier A Carrier B

IWF

SNI

\A/
SIP L3 ICIP_CLS
AAL 3/4
SIP L2
ATM ATM
SIP L1 PHY PHY

_|_

B-IClI

ATM
Network
+ CLS

~r

UNI

ICIP_CLS | SIP_CLS
AAL 3/4 | AAL 3/4
ATM ATM ATM
B-IClI UNI
l PHY PHY PHY I
|

(b) Interconnection of SMDS Network and ATM Network Supporting SMDS
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Figure 11.2 An Example of SMDS/ATM Network Interworking Functions

11.2.2 AAL Specification

This section describes the AAL to support SMDS on the multi-service B-ICI. The AAL performs
the functions necessary to adapt the ATM Layer service to the service provided by the SMDS
specific layer above the AAL, called the ICIP Connectionless Service (ICIP_CLYS) Layer for the B-
ICI.

The AAL defined in this section is based on the AAL Type 3/4 specification in CCITT
Recommendation 1.363[52. The criteriain this section represent a specific configuration of the
more generic AAL Type 3/4 defined in [52]. This configuration facilitates interoperability with the

pre-ATM SMDS. This section defines the mapping of the protocol layer functionsin [52] into
interface criteriathat may be easily verified.

Asin referencel52, the AAL is divided into two sublayers: the Segmentation and Reassembly
(SAR) Sublayer, and the Common Part Convergence Sublayer (CPCS). This section defines the
formats and procedures for the SAR Sublayer and the CPCS. The SAR sublayer and CPCS criteria
apply toasingle ATM layer connection (e.g., VCC) between the AAL entities.

Protocol Conventions:

The following conventions?é are followed for the presentation of the AAL protocols:

* A protocol dataunit (PDU) isaunit of datathat is exchanged between peer entities within a
particular layer. For example, peer Common Part Convergence Sublayer (CPCS) entities
exchange CPCS _PDUs.

* Inthe specification of PDU formats, fields are depicted in the order of their transmission
(i.e, from left toright). Likewise, the bits of each field are also transmitted | eft-to-right,
with the leftmost, or most-significant bit, transmitted first (see Figure 11.3). When decimal
digits are used to represent the value of afield, the most significant bit of the binary
representation of the digit is transmitted first.

11.2.2.1 SAR_PDU Format

The format of the SAR_PDU is shown in Figure 11.4 (1.363), along with the lengths of the fields.
SAR_PDUs are created by adding a 2-octet SAR_PDU header and a 2-octet SAR_PDU trailer to
each 44-octet unit of SAR PDU payload. Units of SAR _PDU payload result from the
segmentation of the variable-length CPCS_PDU. The requirements for the meaning and use of
each field of the SAR_PDU are stated below.

(R) 11-1 The SAR_PDU shall have the format shown in Figure 11.4 (1.363).

26 The conventions for the presentation of the B-1CI Physical Layer specification (Section 3) differ from those
presented here which appliesto ATM Layer (Section 4) and ATM Adaptation Layer.
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Last PDU Field
-
Transmitted

Second PDU Field -
Transmitted

First PDU Field -
Transmitted

Field 1 Fed2 | ====-==-- FieldK

Bit Bit _ _ _ _, Bit

N N-1 1
First Bit of Field 1
Transmitted <J
Second Bit of Field 1
Transmitted

Last Bit of Field 1
Transmitted

Figure 11.3 Conventions for Specification of PDU For mats

HEADER SAR_PDU Payload TRAILER
ST SN MID User Information Fill LI CRC
2 bits 4 bits 10 bits 44 octets 6 bits 10 bits

ST = Segment Type

SN = Sequence Number

MID = Message IDentifier

LI = Length Indication

CRC = Cyclic Redundancy Check

Figure 11.4 SAR_PDU Format (1.363)
(1) Segment Type (ST)
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(R) 11-2 The 2-bit Segment Type field shall be used to delimit CPCS_PDUs. The
Segment Type field shall indicate whether the SAR_PDU contains the

beginning of a CPCS_PDU (aBeginning of Message SAR_PDU); the

continuation of a CPCS_PDU (a Continuation of Message SAR_PDU); the

end of aCPCS_PDU (an End of Message SAR_PDU); or fully contains a

CPCS_PDU (a Single Segment Message SAR_PDU). Thefield shall be

encoded asin Table 11.1 (1.363)%7.

Table 11.1 Segment Type Values (1.363)

Vdue Meaning
00 Continuation of Message (COM)
01 End of Message (EOM)
10 Beginning of Message (BOM)
11 Single Segment Message (SSM)
(2) Seguence Number (SN)

(R) 11-3 The 4-bit Sequence Number field shall be used by the AAL entity in
receiving a CPCS_PDU to verify that al of the SAR_PDUs of the

CPCS _PDU have been received and concatenated in the correct sequence.

The value of thisfield isincremented (modulo 16) for each successive

SAR_PDU derived from the same CPCS_PDU.

(3) Multiplexing Identification (M1D)

(R) 11-4 The 10-bit MID field shall contain information used to allow association of
SAR PDUswith aCPCS PDU. The MID shall be the samefor all

SAR_PDUs of agiven CPCS_PDU, and unique among CPCS_PDUs

concurrently in transit in agiven direction. Vaid MIDs shall range from 1 to

1023. MID = 0 shall not be used.

The MID rangeis configured in this way to facilitate the transition from |EEE 802.6 to ATM. In
the North American environment, the value MID = 0 is excluded because it is a special value that

may be treated differently by |EEE 802.6-based equipment and CCITT-compliant equipment28.

27 SSMs can never be generated at the B-1CI, because the header information at the CPCS and the ICIP_CL S Layer
consumes an entire cell. However, the specification supports procedures for SSMs to be compatible with more
general AAL implementations.

28 |EEE 802.6-based equipment reserves MID = 0 for SSMs, which are never generated at the SMDS ICI.
ITU/CCITT- compliant equipment uses MID = 0 too when it supports multiplexing of multiple CPCS_PDUs
on asingle ATM layer connection, however, SMDS requires implementations that use multiplexing.
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(R) 11-4a Inthe European environment, (R) 11-4 shall apply with the valid MIDs
range from 0 to 1023.

(4) SAR-PDU Payload

(R) 11-5 The 44-octet SAR_PDU Payload shall contain a portion of the CPCS_PDU.
Thisfield shall be composed of two subfields:

* User Information — This subfield shall contain up to 44 octets of a
CPCS_PDU.

* Fill — Thissubfield shall contain a sufficient number of octetsto
completely fill the 44-octet SAR_PDU Payload after the User
Information subfield isinserted. The Fill subfield shall be encoded
with all zeros.

(5) Length Indication (LI)

(R) 11-6 The 6-bit L1 field shal indicate how many of the 44 octets of the SAR_PDU
Payload contain User Information (i.e., a portion of a CPCS_PDU). For
BOM and COM SAR_PDUSs, thisfield shal indicate 44 octets. For EOM
SAR_PDUSs, thisfield shall take values 4, 8,....... 44 octets. For SSM
SAR_PDUSs, thisfield shall take values 8, 12,......44 octets.

(0) 11-1  TheLl field value 63 should be used to indicate an Abort SAR_PDUI52],
The Segment Type of an Abort. SAR_PDU should be encoded as EOM.

(6) Cyclic Redundancy Check (CRC)

(R) 11-7 The 10-bit CRC shall provide for the detection of errorsin the SAR_PDU.
The value of the CRC field shall be formed by the coefficients of the
polynomial remainder of the modulo 2 division by the generating

polynomial x10+x9-x5+x4+x+1 of the product of x10 and the polynomial
representing the content of the SAR_PDU. The polynomial representing the
content of the SAR_PDU shall be generated by using the first bit of the
SAR_PDU asthe coefficient of the highest-order term.

11.2.2.2 SAR Sublayer Procedures

11.2.2.2.1 SAR Sender Procedures
Segmentation of the CPCS-PDU

(R) 11-8 A SAR sender shall segment each CPCS_PDU cresated into one or more
units of SAR_PDU payload. Each unit of SAR_PDU payload shall contain
44 octets of the CPCS_PDU, with the exception of the last unit of

SAR_PDU payload for aCPCS_PDU which may contain less than 44

octets of the CPCS_PDU. The order of octetsin the CPCS_PDU shall be

preserved by the segmentation.
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Creation of the SAR-PDUs

(R) 11-9 Upon segmentation of a CPCS_PDU, a SAR sender shall createa
SAR_PDU for each unit of SAR_PDU payload created. The type of
SAR_PDU created is determined as follows:

e CPCS_PDU of one unit of SAR_PDU payload: If thelength
of the CPCS_PDU is less than or equal to 44 octets, then only one
unit of SAR_PDU payload shall be generated, containing the entire
CPCS _PDU. The associated SAR_PDU shall be an SSM.

e CPCS _PDU of two or more units of SAR_PDU payload:
If the length of the CPCS_PDU is greater than 44 octets, then more
than one unit of SAR_PDU payload shall be generated. The
SAR_PDU associated with the first unit of SAR_PDU payload shall
be aBOM. The SAR_PDUs associated with all of the other units of
SAR_PDU payload, except the last, shall be COMs. The SAR_PDU
associated with the last unit of SAR_PDU payload of the CPCS_PDU
shall be an EOM.

(R) 11-10 EachfiddinaSAR_PDU shall be populated as described in Section —
"SAR_PDU Format".

(R) 11-11 A SAR sender shall maintain a Transmit Sequence Number (TXSN) counter
for each MID it uses. Prior to transmitting aBOM, the TxSN counter shall

have aninitial valuein therange 0 to 15. For each BOM, COM and EOM

SAR_PDU of aCPCS_PDU transmitted, the SAR sender shall insert in the

Sequence Number field the value of the TxSN counter associated with the

MID. After setting the Sequence Number field of aBOM or a COM

SAR_PDU, the SAR sender shall increment the value of the TxSN counter

by one (modulo 16) for use with the next SAR_PDU associated with the

same MID.

The TxSN counter associated with a particular MID is not required to be maintained between
CPCS _PDUswith that MID. For example, implementations where each BOM SAR_PDU hasa
Sequence Number field value of O are allowed.

(R) 11-12 The SAR sender shal transfer each created SAR_PDU to the ATM layer
entity, which shall perform the appropriate"ATM Layer Functions Involved
at the B-1CI" defined in Section 4.

The inter-layer transaction in the above Requirement may be modeled by the transfer of an ATM-
DATA .request primitive from the SAR entity to the ATM layer entity, with the parameters of the
ATM-DATA .request set asfollows:

 ATM-SDU containsthe SAR_PDUs
e SDU-Typeissetto0
» Congestion Experienced is set to False

The setting of the Loss Priority isfor further study.
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(R) 11-13 A SAR sender shall support the transfer of a maximum of 1023
CPCS _PDUsin transit concurrently.

(R) 11-13a Inthe European environment, a SAR sender shall support the transfer of a
maximum of 1024 CPCS_PDUsin transit concurrently.

11.2.2.2.2 SAR Receiver Procedures
Receiving a SAR-PDU

(R) 11-14 Uponreceipt of aSAR_PDU, the SAR receiver shall check that:

» the SAR_PDU CRC isvalid; and
« thevalueinthe MID fidd isin therange [1,1023]2°.

If either of these checksfails, the SAR_PDU shall be discarded. If the
SAR_PDU passes both checks, the SAR recelver shall forward the
SAR_PDU to the Receiver State Machine (RSM) associated with the M1D
value contained in the SAR_PDU header. In this case, the SAR receiver
shall implement the functional equivalent of the Requirements defined for
the — "SAR Recelve Process'.

(R) 11-14a Inthe European environment, (R) 11-14 shall apply with the MID field
range [0, 1023].

(R) 11-15 A SAR-recever shal support 1023 concurrent active RSMs (one per MID).

(R) 11-15a Inthe European environment, a SAR receiver shall support 1024 concurrent
active RSMs (one per MID).

SAR Recelve Process

Figure 11.5 (1.363) shows the RSM for aparticular MID, X. Only SAR_PDUswith MID = X that
pass the appropriate checks are passed to this state machine. In the notes in Figure 11.5, "Process
SAR_PDU" refersto CPCS processing, ICIP_CLS Layer processing, ICIP User processing, and
service feature processing. This processing can be characterized as ether pipelining or
reassembly. In the case of reassembly, SAR_PDU processing will include storing the payload of
the SAR_PDU until the entire CPCS_PDU is completely received. Pipelining has no such storage
requirements, and SAR_PDUs may be forwarded before the entire CPCS PDU is completely
received.

(R) 11-16 If aSAR _PDU isreceived with Segment Type = BOM and MID = X, the
SAR_PDU shall be processed as follows:

1. If theRSM for MID = X isin the REASS state, any partialy received
CPCS _PDU for the associated receive process shall be considered to
be unusable.

29 This check enforces the MID configuration defined earlier.
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2. Thereceve processis started for the new BOM. The RSM for MID =
X shall bein the REASS state. The SAR recelver shall begin
measuring the time elgpsed while the processisin the REASS state.

3. Ifthevalueof thelLl field inthe BOM SAR_PDU isdifferent than 44,
the SAR receiver shall stop processing the SAR_PDU, the SAR_PDU
shall be discarded, and the RSM for MID = X shall return to the IDLE
state. Otherwise, the SAR receiver shall continue with step 4.

4. The SAR recelver shall establish a Recelve Sequence Number (RxXSN)
counter, associated with MID = X. The SAR receiver shdll initialize
the value of the RxSN counter to the value of the Sequence Number
field of the BOM SAR_PDU plus one (modulo 16).

SSM SAR_PDU (Note 1)
LI or SN Field Error (Note 2)
COM SAR_PDU (Note 2) BOM SAR_PDU (Notes 1, 3) BOM SAR_PDU (Notes 1, 3, 5)

EOM SAR_PDU (Note 2) COM SAR_PDU (Notes 1, 4)

-

EOM SAR_PDU (Note 1)
SSM SAR_PDU (Notes 1, 5)
LI or SN Field Error (Notes 2, 5)

Notes: _
RI Expiry (N
Process SAR_PDU SRI Expiry (Note 5)

Discard SAR_PDU

Set RxSN, Start meansurement of elapsed time

Increment RxSN

Do not deliver CPCS_PDU associated with previous SAR_PDUs

agrobdE

Figure 11.5 Instance of SAR Receiver State Machine for MID-X (1.363)

(R) 11-17 If aSAR _PDU isreceived with Segment Type = COM and MID = X, the
SAR_PDU shall be processed as follows:

1. If theRSM for MID = X isin the IDLE state, the SAR receiver shall
stop processing the SAR_PDU, the SAR_PDU shall be discarded,
and the RSM for MID = X shall remain inthe IDLE state.

2. If thevalueof theLl field in the COM SAR_PDU isdifferent than 44,
the SAR receiver shal stop processing the SAR_PDU, the SAR_PDU
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shall be discarded, and the RSM for MID = X shall return to the IDLE
state. Any partialy received CPCS _PDU for the associated receive
process shall be considered to be unusable. Otherwise, the SAR
receiver shall continue with step 3.

If the value of the Sequence Number field of the COM SAR _PDU is
different from the expected value contained in the RxSN counter for
MID = X, the SAR recelver shall stop processing the SAR_PDU, the
SAR_PDU shall be discarded, and the RSM for MID = X shall return
tothe IDLE state. Any partially received CPCS_PDU for the
associated receive process shall be considered to be unusable. If the
value of the Sequence Number field of the COM SAR_PDU isequd
to the expected value contained in the RxSN counter for MID = X, the
SAR receiver shal increment the value of the RxSN counter by one
(modulo 16).

(R) 11-18 If aSAR _PDU isreceived with Segment Type = EOM and MID = X,
the SAR_PDU shall be processed as follows:

1

If the RSM for MID = X isin the IDLE state, the SAR receiver shall
stop processing the SAR_PDU, the SAR_PDU shall be discarded,
and the RSM for MID = X shall remaininthe IDLE sate.

If thevaue of the LI field inthe EOM SAR_PDU islessthan 4 or
greater than 44, the SAR receiver shall stop processing the
SAR_PDU, the SAR_PDU shall be discarded, and the RSM for MID
= X shadll return to the IDLE state. Any partialy received CPCS_PDU
for the associated receive process shall be considered to be unusable.
Otherwise, the SAR receiver shall continue with step 3.

If the value of the Sequence Number field of the EOM SAR _PDU is
different from the expected value contained in the RxSN counter for
MID = X, the SAR recelver shall stop processing the SAR_PDU, the
SAR_PDU shall be discarded, and the RSM for MID = X shall return
tothe IDLE state. Any partially received CPCS_PDU for the
associated receive process shall be considered to be unusable. If the
value of the Sequence Number field of the EOM SAR_PDU isequd
to the expected value contained in the RxSN counter for MID = X, the
SAR receiver shall complete the SAR receive process, return the RSM
for MID = X tothe IDLE state, and deliver the CPCS_PDU to the
CPCS receiver (see Section - "CPCS Receiver Procedures).

(R) 11-19 If aSAR _PDU isreceived with Segment Type = SSM and MID = X, the
SAR_PDU shall be processed as follows:

1

If the RSM for MID = X isin the REASS state, any partially received
CPCS _PDU for the associated receive process shall be considered to
be unusable.

If the value of the LI field in the SSM SAR_PDU islessthan 8 or
greater than 44, the SAR receiver shall stop processing the
SAR_PDU, the SAR_PDU shall be discarded, and the RSM for MID
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= X shdll return to the IDLE state. Otherwise, the SAR receiver shall
continue with step 3.

3. The SAR receiver shall complete the SAR receive process, return the
RSM for MID = X to the IDLE state, and deliver the CPCS _PDU to
the CPCS recelver (see Section - "CPCS Receiver Procedures’).

(R) 11-20 Themaximum timethat is alowed to elapse between the receipt of aBOM
SAR_PDU and the corresponding EOM SAR_PDU shall be specified by

the value of the parameter SAR Receive Interval (SRI). An activereceive

process shall be terminated (i.e., go to the IDLE state) if the elapsed time

exceeds the SRI. The value of the SRI isfor further study.

By measuring the elapsed time, the SAR receiver can guard against the SAR receive process
running indefinitely (e.g., dueto loss of the EOM).

(0) 11-2 A SAR receiver should terminate an active receive processif the SAR
receiver determines, before the full CPCS_PDU associated with that receive
process has been received, that the CPCS_PDU must not be delivered.

Reasons that the SAR receiver may determine thisinclude:

« CPCS PDU or ICIP_CLS PDU format validation performed prior to
reception of the EOM determines that the data unit contains errors; or

* Feature processing, performed prior to the reception of the EOM,

determinesthat the ICIP_CLS PDU encapsulated within the
CPCS_PDU must not be delivered.

11.2.2.3 CPCS_PDU Format

The format of the CPCS_PDU is shown in Figure 11.6 (1.363), along with the lengths of the
fields. The CPCS _PDU is created by adding both a CPCS_PDU header and a CPCS _PDU trailer
to avariable-length ICIP_CLS PDU received fromthe ICIP_CLS Layer. ThelCIP_CLS PDU is
the User Information subfield of the CPCS_PDU.

The requirements for the meaning and use of each field of the CPCS_PDU are stated below.

(R) 11-21 The CPCS_PDU shall have the format shown in Figure 11.6 (1.363).

(1) Common Part Indicator (CPI)

This 1-octet field is used to indicate the type of message contained in the CPCS_PDU and defines
the counting unit for the values specified in the BASize and Length fields.

(R) 11-22 The 1-octet CPI field shall be encoded with al O's.

A CPI vaue of all zeros indicates that the BASize and Length field values are encoded in octets.
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HEADER Payload TRAILER

CPI | Btag BASize User Information PAD AL Etag.] Length.

1 octet. 2 octets. @ 76-9268 octets * = 1 octet. 2 octets.
1 octet. 1 octet.

CPI = Common Part Indication * Dependent on the ICIP_CL S Layer
Btag = Beginning Tag

BASize = Buffer Allocation Size

AL = Alignment

Etag = End Tag

Figure 11.6 CPCS_PDU Format (1.363)
(2) Beginning Tag (Btag) and End Tag (Etag)

The 1-octet Btag field in the CPCS_PDU header is used in conjunction with the 1-octet Etag field
in the CPCS_PDU trailer to form an association between the Beginning of Message (BOM)
SAR_PDU and the End of Message (EOM) SAR_PDU derived from the same CPCS_PDU.

(R) 11-23 The 1-octet Btag field shall contain the same binary encoded value as the
Etag field, ranging from O through 255.

(3) Buffer Allocation Size (BASize)

(R) 11-24 The 2-octet BASizefield shall give the length, in unitsindicated by the CPI
field, of the User Information subfield of the Payload field. The BASize
field shall be encoded in binary format.

To support SMDS, the BASize field value is set equal to the length of the User Information
subfield of the Payload field. More genera AAL Type 3/4 implementations allow the BASize to be
set to avalue greater than or equal to the length of the User Information subfield of the Payload

field52],
4 load
(R) 11-25 Thevariable-length Payload field shall be composed of two subfields:
e User Information — This subfield shall contain an ICIP_CLS PDU.
 PAD — Thissubfield shall contain the adequate number of octets,
from 0 to 3 octets, to ensure that the CPCS_PDU Payload field is 4-

octet aligned.
Sincedl ICIP_CLS PDUsare 4-octet aligned, the PAD field will be O octetsin length.
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(5) Alignment (AL)

This 1-octet field is used to provide 4-octet aignment of the CPCS_PDU trailer.
(R) 11-26 The1-octet AL field shall be encoded with all O's.

(6) Length

(R) 11-27 The 2-octet Length field shall give the length, in units specified by the CPI
field, of the User Information subfield of the Payload field.

11.2.2.4 Convergence Sublayer Procedures

11.2.2.4.1 CPCS Sender Procedures

(R) 11-28 Upon receipt of an ICIP_CLS PDU from the ICIP_CLS Layer, aCPCS
sender shall create a CPCS_PDU, based onthe ICIP_CLS PDU.

(R) 11-29 EachfieddinaCPCS_PDU shal be populated as described in Section -
"CPCS_PDU Format".

(R) 11-30 Thevaue of the Btag for a CPCS_PDU shall be different than the value
used in the previous CPCS_PDU which was sent by the CPCS sender
using the same MID value that will be used for the current CPCS_PDU.

(R) 11-31 The CPCS sender shall deliver the CPCS_PDU to the SAR entity, which
shall perform the "SAR Sender Procedures’ defined earlier.

11.2.2.4.2 CPCS Receiver Procedures

(R) 11-32  Upon receipt of acomplete CPCS _PDU from a completed receive process,
a CPCS recelver shall check the CPCS_PDU for the following errors:

» Vauesof the Btag field in the CPCS_PDU header and the Etag field
inthe CPCS_PDU trailer that are not equal.

* A Lengthfield valuethat is greater than the number of received
CPCS_PDU octets minus 8 (4 octets of CPCS _PDU header and 4
octets of CPCS_PDU trailer).

* A Lengthfield value that is less than the number of received
CPCS_PDU octets minus 11 (4 octets of CPCS_PDU header, 4 octets
of CPCS_PDU trailer, and 3 octets of possible padding).

A CPCS _PDU length that is not amultiple of 4 octets.
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e A Lengthfield valuethat is not equd to the BASize field value¥0,

If any of the above errors occur, the CPCS_PDU shall be discarded.
Discarding a CPCS_PDU is accomplished by discarding one or more of the
SAR_PDUs associated with the CPCS_PDU.

(O) 11-3 If the implementation of the CPCS receiver permits, then that CPCS
receiver shall, upon receipt of acomplete CPCS_PDU from a completed
receive process, check the CPCS_PDU for the following errors:

* Aninvalid CPI field value. (The only valid CPI value currently
defined for SMDSis0.)

 AnAL field that is not equal to O.

CPCS receiver implementations that comply with the CCITT
Recommendation 1.363 will perform the checks in the Option above.
However, the checks are listed as Options to ease the transition from |EEE
802.6 to ATM (since | EEE 802.6-based equipment does not perform the
checks).

(R) 11-33 The CPCS Receiver shall deliver the CPCS_PDU User Information to the
ICIP_CLS Layer entity, which shall perform the"ICIP_CLS Layer
Receiving Procedures’ defined later.

The inter-layer transaction in the Requirement above may be modeled by the transfer of one or

more CPCS_UNITDATA.signa primitived52] from the CPCS entity to the ICIP_CLS Layer
entity, with the parameters of each CPCS-UNITDATA.signal set asfollows:

» Interface Data (ID) contains either a portion of or the entire CPCS_PDU User Information.

e More (M) isset to 0 when the ID parameter contains the end of the CPCS_PDU User
Information. (The M parameter is used for Streaming Mode only).

e Maximum Length (ML) is set to the value of the BASize field. The ML parameter is used
only on the first CPCS-UNITDATA.signal for aCPCS_PDU. (The ML parameter is used
for Streaming Mode only).

* Reception Status (RS) is hot used, since the corrupted data delivery option is not used.

11.2.3 ICIP_CLS Layer Specification

This section specifies the ICIP Connectionless Service (ICIP_CLS) Layer. The ICIP_CLS Layer
supports functions for the connectionless transfer of variable-length SMDS data units between
carrier networks. This layer supports the transfer of end-user data units by encapsulating those data
units with header information; the encapsulation technique is consistent with the method defined

30 This check enforces the Requirement for the BASize, which sets BASize equal to the length (in octets) of the
User Information subfield of the Payload field. The check and the Requirement for the BASize are necessary to
allow SMDS supporting interfaces (e.g., B-1Cl) based on AAL Type 3/4 to interoperate with those interfaces
(e.g., SNI and SMDSICI)) based on |EEE 802.6. Because of these Requirements, the AAL Type 3/4 for SMDS
may be viewed as operating in Message Mode, or in a specific implementation of Streaming Mode.
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for the SMDS ICI[49] and broadband connectionless data service on BISDNI53]. Figure 11.7
summarizes the SMDS PDU formats at the B-ICI, and illustrates the encapsulation by the

ICIP_CLS Layer.
AN Vi
. SIP Sl
Alignment SIP CLS-PDU OR
L3_PDU | SIP L3_PDU L3/PDU
Head — —
eader Header raNer
When ATM UNI Supporting SMDS When SNI Supporting SMDS /
ICIP User
ICIP_CLS ICIP_CLS PDU
Layer Header
C P I
ommon Part
Convergence CPCS_PDU | CPCS PDU
Sublayer Header | Trailer
—
/
SAR SAR PDU| SAR PDU| SAR PDU| ________. SAR_PDUJ SAR_PDU | SAR_PDU
Sublayer Header Payload Trailer Header Payload Trailer
BOM COM(9) EOM
ATM -— - ATM
Cell Cell
Header Header
ATM
Layer

Figure 11.7 Overview of SMDS_PDU Formats at the B-I1CI

TheICIP_CLS Layer isasubset of ICIP Level 3[49] (see Figure 11.7) for two reasons:

1. ICIPLeve 3 contains protocol el ements defined at both the ICIP_CL S Layer and CPCS of
the B-ICl protocol architecture.

2. ICIP Level 3 supports specific inter-carrier SMDS arrangementsl49l. The ICIP_CLS Layer
defined here is consistent with ICIP Level 3. However, it is generalized so that it supports

the inter-carrier SMDS arrangements defined in [49], aswell as other inter-carrier SMDS
arrangements. For example, the ICIP_CLS Layer specification provides addressfield
structure requirements that are consistent with ICIP Level 3; however, requirements on
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how to populate the Destination Address and Source Address fields are not given, since
these depend on the specific inter-carrier SMDS arrangement3t.

Because the ICIP_CLS Layer isasubset of ICIP Level 3, equipment that conforms to the ICIP
Level 3 specification also conformsto the ICIP_CLS Layer protocol defined in this section.

Note: The combined functions of the ICIP_CLS Layer and the CPCS are nearly identical to those
of the"ICIP Level 3".

11.2.3.1 ICIP_CLS_PDU Format

Figure 11.8 illustrates the format of the ICIP_CLS PDU and the lengths of the fields. The
requirements for the meaning and use of each field are stated below.

(R) 11-34 ThelCIP_CLS PDU shall usethe format shown in Figure 11.8.

ICIP-CLS PDU Header T
. 11
ICIPMCP Header Ser V'.:E.e ICIP-User Data
Header Extension | n‘:’gﬁ;fon (36-9228 Octets)
20 Octets 12 Octetes
8 Octets
Ll
1
Destination Source PI PL QOSs CiB HEL Bridging
Address Address
8 Octets 8 Octets 6 bits 2 bits 4 bits 1 bit 3 bits 2 Octets

CIB = CRC 32 Indicator Bit

HEL = Header Extension Length

MCP = MAC (Medium Access Control) Convergence Protocol
Pl = Protocol Identifier

PL = Pad Length

QOS = Quality Of Service

Figure 11.8 ICIP_CLS PDU Format

31 Requirements specific to XA-SMDS and serving arrangements between L ECs within an exchange serving area
can be found in [49] and[54],
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(1) Destination Address and Source Address

The Destination Address and Source Address fields each have the same format. Each address field
has two subfields: Address Type and Address, as shown in Figure 11.9.

(R) 11-35 TheAddressfields shall each be 8 octets (64 bits) long. Thefirst 4 bits
shall identify the Address Type and shall contain the value 1100 for public

60-bit individual addresses and 1110 for public 60-bit group addresses.

Other Address Type values are not used.

(R) 11-36 Theremaining 60 bits shall identify an address. Addresses that begin with

the E.164[55] Country Code"1" shall be followed immediately by an
address of 10 decimal digits. Other Country Codes may be used for
international service. In this case, the Country Code (from 1 to 3 decimal
digits) shall precede the address.

(R) 11-37 The Country Code and address shall be encoded with the Binary-Coded
Decimal (BCD) digits of itsvalue, and shall be left-justified within the

Address Subfield. To encode the Country Code "1", the four most

significant bits of the address shall be set to the binary value 0001. To

encode the 10 decimal digit address, the next 40 bits shall be the BCD value

of the address. The remaining 16 least-significant bits shall be filled with

1's. For international service, SMDS addresses may use the entire 60 bits

of the Address subfield. The least-significant bits which are not used shall

befilled with 1's.
Address Address
Type 60 bits
4 bits

Figure 11.9 Address Field For mat

(2) Protocol Identification (PI)

For agiven ICIP_CLS PDU, the PI field identifies the user of the services provided by the
ICIP_CLS Layer. The usersof the ICIP_CLS Layer servicesare called ICIP Users. The service
interface between the ICIP_CLS Layer and the ICIP Users may be modeled using the ICIP-

UNITDATA .request and | CIP-UNITDATA.indication primitives52].

(R) 11-38 The 6-bit binary-encoded Protocol Identification (P1) field shall identify the
ICIP User. The value of the Pl field for all versions of the ICIP shall fall
between the decimal values 48 and 63.

In the European environment, at an interoperator domain B-ICl, the sender is responsible for the
encoding of the PI field of the PDUs carrying user data with a value that is appropriate for the
network directly across the interface. On the basis of bilateral agreement between the operators, the
PI field outside the range 48-63 may be used. Currently identified value are in the range 44-47.

(3) Pad Length (PL), Quality of Service (Q0OS), and CRC32 Indicator Bit (CIB)
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The PL field, QOS field, and CIB are present to align the ICIP_CLS PDU with the ICIP
L3 _PDul52.

(R) 11-39 The2-bit PL field shall be encoded with the binary value 00.
(R) 11-40 The4-bit QOSfield shall be encoded with the binary value 0000.
(R) 11-41 TheCIB shall beset to 0.

(4) Header Extension Length (HEL)

(R) 11-42 The 3-bit Header Extension Length (HEL) field shall be encoded with the
value 011, indicating a 12-octet Header Extension field.

(5) Bridging
The Bridging field is present to align the ICIP_CLS PDU with the ICIP L3_PDUI52].

(R) 11-43 Whenan ICIP_CLS layer entity encapsulatesa SIP L3 PDU or aSIP
CLS PDU, it shdl fill the 2-octet "Bridging" field with O.

(R) 11-43a Equipment supporting the distributed database approach defined in ITU
Recommendation 1.364 shall set the "Bridging" field to O when sending an

ICIP_CLS packet across aB-ICl for an ATM Forum B-ICl Specification

Version 1.1 compliant equipment.

(6) Header Extension

(R) 11-44 TheHeader Extension field shall be 12 octetslong.
(7) Service Specific Information (SSl)

This 8-octet field carries information that is needed to support SMDS on the B-ICl. For the
transport of end-user data, three subfields are defined: ICIP Version, Carrier, and Explicit
Selection. The remainder is reserved to support future growth, and has the default encoding of all
0's.

(R) 11-45 For thetransport of end-user data, the 8-octet Service Specific Information
(SSl) field shall be formatted as shown in Figure 11.10.

ICIP Carrier Explicit Reserved Reserved
Version 2 Octets Selection 7 bits 4 Octets
1 Octet 1 bit

Figure 11.10 Service Specific Information Field For mat
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(R) 11-45a Inthe European environment, for the transport of end user data, the 8 octet
SSlI field shall be formatted as shown in Figure 11.10a. The ICI Hop Count

Indicator shall be encoded as described in [64] (R) 4-24 and (R) 4-25.

ICIP Carrier Explicit JICI HogReserved Reserved

Version 2 Octets Selection |Count |4 bits 4 Octets

1 Octet 1 bit 3 bits
Figure 11.10a European Service Specific Information Field Format
(i) ICIPVersion

The ICIP Version field identifies the version of the ICIP_CLS Layer protocol.

(R) 11-46 The 1-octet ICIP Version subfield shall be encoded with the binary value 1,
meaning ICIP Version 1[52],

(ii) Carrier and Explicit Sdection Subfields

The Carrier and Explicit Selection subfields are reserved for carrier selection purposes. The
details of their use are to be defined.

(8) ICIP-User Data

The variable-length ICIP-User Datafield carries the information to be transported between peer
ICIP Users.

(R) 11-47  For thetransport of end user data, the variable length ICIP-User Datafield
shall contain either:

(@) Theend user's SIP L3 PDU without its SIP L3 _PDU Trailer (for end
user access over an SNI); or

(b) Theend user's SIP CLS _PDU, preceded by four octets of Alignment
Header (for end user access over an ATM connection supporting SMDS).

The format of the Alignment header requires further study.

11.2.3.2 ICIP_CLS Layer Procedures

This section describes the protocol procedures used for sending and receiving ICIP_CLS PDUs
between peer ICIP_CLS Layer entities.

11.2.3.2.1 Sending Procedures

When an ICIP User provides (in an ICIP-UNITDATA .request primitivel49l) an ICIP_CLS Layer
entity witha SIP L3 PDU or SIP CLS PDU to be transferred, the ICIP_CLS Layer entity
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encapsulatesthe SIP L3 _PDU or SIP CLS _PDU, without itstrailer, withinan ICIP_CLS PDU,
as described in the previous section.

(R) 11-48 Whensendingan ICIP_CLS PDU, an ICIP_CLS Layer entity shall
generate each field as described in Section — "ICIP_CLS PDU Format".

(R) 11-49 ThelCIP_CLS Layer sender shall transfer each created ICIP_CLS PDU to
the CPCS entity, which shall perform the "CPCS Sender Procedures’
defined earlier.

The inter-layer transaction in the above Requirement may be modeled by the transfer of one or

more CPCS_UNITDATA.invoke primitives[>2] from the ICIP_CLS Layer entity to the CPCS
entity, with the parameters of each CPCS-UNITDATA.invoke set as follows:

* Interface Data (ID) contains either a portion of or the entire ICIP_CLS PDU.

* More (M) isset to 0 when the ID parameter contains the end of the CPCS_PDU User
Information. (The M parameter is used for Streaming Mode only).

e Maximum Length (ML) is set to the length of the ICIP_CLS PDU32. The ML parameter is
used only on the first CPCS-UNITDATA.invoke for aCPCS_PDU. (The ML parameter is
used for Streaming Mode only).

* Reception Status (RS) is hot used, since the corrupted data delivery option is not used.

11.2.3.2.2 Receiving Procedures

Once an ICIP_CLS Layer entity transmits a PDU to its peer ICIP_CLS Layer entity, the
ICIP_CLS Layer receiver performs specific validation procedures and takes action accordingly.

For instance, an ICIP_CLS receiver will not deliver an ICIP_CLS_PDU to its destination if an
error has occurred. In the following description of the procedures, the phrase, "shall discard the
ICIP_CLS PDU" meansthat the ICIP_CLS receiver shall take whatever action is necessary to
assure that the data is not delivered by the network providing service. The action may be taken
when the failure condition is detected, even if the full ICIP_CLS PDU has not been received.

Therest of this section specifies that action that occurs following the failure. The actions taken by
Carrier A and Carrier B arethe same. These actions are consistent with the ICIP Level 3 receive

checks defined in [52]. If no receive checks fail, the protocol processing at the B-ICI is complete,
and the ICIP_CLS Layer entity passes the SIP L3 PDU, without its trailer, (in an ICIP-

UNITDATA.indication primitivel52]) to the appropriate |CIP User.
(1) Invalid Address Format

(R) 11-50 If the Destination Address or Source Address formats are incorrect or the
Address Typeis not arecognized value, then the ICIP_CLSreceiver shall
discard the ICIP_CLS PDU.

32 For Streaming Mode implementations of AAL Type 3/4, this ensures that the CPCS_PDU BASize field is
encoded with the length of the CPCS_PDU User Information, as defined in the Requirement for the BASize.
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(2) Invalid Protocol |dentification

(R) 11-51  If the Protocol Identification field value is not between the decimal values 48
and 63 inclusive, then the ICIP_CL Sreceiver shall discard the
ICIP_CLS PDU.

In the European environment, on the basis of bilateral agreement, the Pl values out of the range 48-
63 may be used. Currently identified values are in the range 44-47.

(3) Invalid Pad Length

(R) 11-52 If the Pad Length field does not equal 00, then the ICIP_CL Sreceiver shall
discard the ICIP_CLS _PDU.

(4) Invalid Quality of Service Field

(R) 11-53 If the Quality of Service field does not equal 0000, then the ICIP_CLS
receiver shall discard the ICIP_CLS PDU.

(5) Invalid CRC-32 Indicator Bit

(R) 11-54 If the CRC-32 Indicator Bit does not equal O, then the ICIP_CL S receiver
shall discard the ICIP_CLS_PDU.

(6) Invalid Header Extension Length

(R) 11-55 If the Header Extension Length does not equal 011, then the ICIP_CLS
receiver shall discard the ICIP_CLS PDU.

(7) Invalid Bridging Field

R »” dain ficld® i illed with O's. then ¥ :
shall discard the ICIP_CLS PDU.

(8) Invalid ICIP Version

(R) 11-57 If thevalueintheICIP Version subfield is not equa to the binary value 1,
then the ICIP_CL Sreceiver shall discard the ICIP_CLS PDU.

(9) Invalid Reserved Subfield

(R) 11-58 If the Reserved subfield of the Service Specific Information field is not
filled with O's, then the ICIP_CL Sreceiver shall discard the

ICIP_CLS PDU. Thisfeature can be disabled if the hop count is

supported.

(10) Invalid SIP L3-PDU Header Extension

33 |f agreed by the ITU-T, to alow future use of the Bridging Field, the raising of the error condition should be
configurable.
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(R) 11-59 ThelCIP_CLSlayer receiver shall verify34 that the encapsulated SIP
L3 PDU or SIP CLS PDU satisfies following conditions defined in [50]:

* TheVersion element appears first within the Header Extension.
» For the Version element type, the Element Value is encoded with the
binary value"1".

» For the Carrier Selection element type appearing second within the
Header Extension field, the value in the Element Length subfield
specifies alength of 4, 6, or 8.

*  Within the Element Value subfield of a Carrier Selection e ement
appearing second within the Header Extension field, the carrier value
is encoded as four decimal, BCD digits.

If any are incorrect, the ICIP_CL S layer receiver shall discard the
ICIP_CLS_PDU.

(R) 11-60 If thelength of the ICIP_CLS PDU isnot an integral multiple of 4 octetsin
the range [ 76, 9268] octets, the ICIP_CLS Layer receiver shall discard the
ICIP_CLS_PDU.

If none of the preceding checks fails, the ICIP_CLS Layer entity passes the | CIP-User datato the
ICIP User identified in the Protocol Identification field.

11.3 SMDS Traffic Management and Network Performance

This section provides SMDS specific traffic management functions and network performance
considerations that are required for a B-ICI.

11.3.1 Traffic Management

Traffic management impacts for SMDS at a B-I1Cl are considered here. These are the additional
information (beyond that required for the carrier-to-carrier traffic contract at a B-ICl) that can
increase the efficiency of acarrier's CAC function.

A carrier's CAC function and its engineering of its network portion can generally by facilitated by
the availability of additional information beyond that required for the carrier-to-carrier traffic
contract at a B-ICl. Additiona information that may — subject to bilatera agreement — be
exchanged isinformation on the SMDS Access Classes (for example, an estimate of the number of
subscribers in each Access Class) being supported by the B-ICI. If there is any need for
clarification, the peak cell rate associated with an SMDS subscriber isto be exchanged.

For this Version of the B-ICI Specification, no further SMDS specific traffic management
requirements are considered.

34 | n the European environment, this check is not performed because the content of the SIP Header Extension is not
defined.
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11.3.2 Networ k Performance

Network performance parameters for SMDS have been definedl49]. These parameters are generally
based on the SMDS Interface Protocol's Level 3 Protocol Data Units (L3 _PDUSs). No additional
SMDS specific performance considerations are included in this Version of the B-1CI Specification.

11.4 SMDS Operations and Maintenance
This section specifies the SMDS operations for the layer above the ATM layer (i.e., the AAL Type
3/4). Operations for layers above the AAL are not discussed in this Version. Section 11.4.1

discusses operations for the AAL Type 3/4, and Section 11.4.2 is a placeholder for SMDS
operations for the layers above the AAL Type 3/4 (e.g., ICIP_CLS Layer).

11.4.1 Operations for the AAL Type 3/4

This section specifies performance measurements needed to monitor errors for the AAL Type 3/4.

11.4.1.1 SAR Sublayer

At the SAR sublayer, the following errors may occur:

e Multiplexing I Dentification (MID) field value out of range3®.

e LengthIndicator (LI)* 44 for aBOM or COM segment.
These indicate problems in the implementation of the protocol. One possible implementation
approach is to have only one counter for these two error possibilities, because further diagnosis
will be required.

The following errors indicate a transmission or procedural error at the SAR sublevel, such aslost
or misinserted cells, and should be counted:

* Incorrect SAR_PDU CRC.
*  COM or EOM segment with unexpected Sequence Number.

« BOM/EOM Segment with unexpected MID; i.e.,, aBOM isreceived with a currently active
MID, or an EOM isreceived for whichaMID isnot currently active.

*  Number of timesan EOM is not received before SAR Receive Interval (SRI) expires.

*  Optionally, the number of aborts received (i.e., an EOM isreceived with Length Indication
= 63) may be counted.

11.4.1.2 Common Part Convergence Sublayer (CPCS)

At the CPCS, the following protocol errors may occur:

35 For example, as stated in Section 11.2.2.1, the allowable MID range for SMDS is [1-1023] in North America
and [0, 1023] in Europe. So in the case of North America, aMID value of 0 would be out of range and counted
as an error. (The notation [x-y] refersto al valuesfrom x toy, including x and y).

Page 234 ATM Forum Technical Committee



B-1CI Specification, V 2.0, December 1995

e Common Part Indicator (CPI)* O.
* Alignment Field* 0.

The following procedural or transmission errors may occur at the CPCS:
 Btag?! Etag.

* BASizeinconsistent with Length field. If the connection is operating in message mode
(which isused by SMDS), thereisan error if BASize® Length. In streaming mode, there

isan error if BASize < Length36.

» Length of CPCS-PDU not consistent with Length field. Specifically, an error occurs if the
length of the CPCS-PDU minus the length specified in the Length field is not in the range
[0-3].

(R) 11-61  Network equipment at a B-ICl terminating the AAL Type 3/4 shall measure
the SAR and CPCS erorslisted in this section.

A typical value for a measurement interval could be 15 minutes, and at least 8 hours of history

should be kept. The measurement interval and amount of history data will be established by
bilateral agreements between the carriers.

11.4.2 Operations for Layers Above the AAL Type 3/4

Operations for layers above the AAL Type 3/4 will be provided in future Versions of this
document.

36 |n streaming mode, the originating point of the packet may begin sending the first cells of the CPCS-PDU
before it knows how long the CPCS-PDU will be. Inthis case, the BASize field is encoded to the largest size
that the originating point expects to send, so the BASize must be > Length. In message mode, the size of the
packet is known when the BASize is encoded, and it must be set = Length.

ATM Forum Technical Committee Page 235



af-bici-0013.003 B-1CI Specification, V 2.0, December 1995

12. Usage M easur ement

Usage measurement is the collection of usage information to support inter-carrier serving
arrangements for services supported by the B-1Cl. Usage information can be used for such
functions as Accounting Management information and Automatic Message Accounting (AMA).

The objective of this section isto identify the usage information necessary to support initial inter-
carrier services (i.e., PVC CRS, PVC CES, PVC FRS, SMDS) and SVC services by the B-ICI
providing point-to-point ATM connections. This usage information has service-independent (or
common) and service-specific aspects. Both aspects are discussed here for usage information
collected for the B-1CI. It is expected that the usage measurements capabilities defined in this
section for PV C services will also be applicable for the SV C inter-carrier services possibly with
some enhancements.

Inter-carrier billing arrangements and charging principles are beyond the scope of this document.

12.1 Usage Measurement Framework

Theinitial inter-carrier services supported by the B-I1Cl are: PVC CRS, PVC CES, PVC FRS, and
SMDS (carried on ATM PVCs). The usage information generated by the ATM/BISDN must
account for both common ATM transport and service-specific functions. Consequently, the
ATM/BISDN must be capable of generating both service-independent (common) and service-
specific usage information.

Service-independent (common) usage information is generated for inter-carrier ATM PVCs and
includes a count of the number of cells transported on an inter-carrier PV C in the ingress and/or
egress direction at arecording interface (UNI or B-1Cl). The service-independent (common) usage
information is defined in Section 12.2.

Service-specific usage information is generated by network nodes that perform service-specific
functions. Service-specific usage information is defined for each initial inter-carrier service in
Section 12.3.

Service-independent and service-specific B-ICl functions are distributed in the ATM/BISDN
network, asillustrated in Figure 12.1 (see also Figure 2.9, ATM Forum B-ICI Specification,
Version 1.0, August 1993, for additional details). Service-independent and service-specific usage
measurement functions are also distributed. Distributing the usage measurement functionsin the
ATM/BISDN network is intended to allocate the service-specific functions to the IWF and the
Service Layer. This approach is also intended to minimize the impacts on the common B-ICI
functions.
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12.2 PVC Service-Independent Usage I nfor mation

This section provides service-independent usage information for Data Generation, Recording
Interval, and Data Formatting.

12.2.1 Data Generation

Data generation is the process of determining that usage information is needed for each PV C and
producing the necessary data elements. The data generation function is performed by the generation
functionality.

Service-independent usage information is generated for inter-carrier PV Cs at arecording interface.
The recording interface may be a UNI or B-1CI. Usage information is generated at the same level
that the PV C ismanaged at the recording interface. Three example inter-carrier PV C configurations
areillustrated in Figure 12.2.

1) ~ _Virtual Path Connection \ 0
2 / Virtual Channel Connection \ 0
- - Virtual Path

\ VCC Connection

Carrier
ATM Network

] \i

Interface A Interface B
(UNI or B-ICI) (B-I1CI)

Figure 12.2 Examples of PVC Configurations

For the PV C configurationsillustrated in Figure 12.2, the designation Virtual Path Connection
(VPC) signifies that policing and shaping functions are performed at the VPC level. The
designation Virtual Channel Connection (VCC) signifies that policing and shaping functions are
performed at the VCC level. For Configuration (1), usage information is generated at the VPC
level for both Interface A and Interface B. For Configuration (2), usage information is generated at
the VCC level for both Interface A and Interface B. For Configuration (3), usage information is
generated at the VCC level for Interface A and at the VPC level for Interface B. Configuration (3)
assumes that the Carrier ATM Network “aggregates,” “bundles,” or “multiplexes’” VCCs from
multiple end usersinto asingle VPC at the B-IClI.
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If aspecific service requires VCC level usage information at a B-1Cl, then that service should use a
VCC, or agroup of VCCs, across aB-ICI. If aservice requires VPC level usage information at a
B-ICl, then that service should use aVVPC across a B-ICl.

If aservice does not require either VCC or VPC level usage information at a B-1Cl, then from a
usage measurement perspective it isirrelevant whether the service usesaVPC or aVCC across a
B-ICI. Itisnot required to gather VCC level usage information at a B-ICl for VCCsthat have been
bundled into aVPC and cross the B-I1Cl asaVPC.

The above discussion is summarized in the Table 12.1 below.

Table 12.1 Usage Information and Connection Across a B-I1ClI

Desired Usage Information Connection Across a B-ICI
VCC | VPC
VCC Leve Only X
VPC Leve Only X
None X X
VCC and VPC Leve Not Required Not Required

The following data generation requirements apply to a PV C at arecording interface (UNI or B-
ICI). A PVC at arecording interface has two cell flows: ingress and egress. Generating Ingress
Usage Information and Egress Usage Information can be activated or deactivated separately by the
carrier for each PV C at arecording interface.

(R) 12-1 The generation functionality shall enable the carrier to set, via an operations
interface, the Ingress Usage I nformation generation parameter for each PVC
at arecording interface for each recording interval. The allowable values

shall be active and inactive. The default value shall be active.

If the Ingress Usage Information generation parameter is set as active, then
the generation functionality shall generate Ingress Usage Information for
the PV C at the recording interface during the recording interval.

If the Ingress Usage Information generation parameter is set asinactive,
then the generation functionality shall ensure that Ingress Usage
Information is not generated for the PV C at the recording interface during
the recording interval.

The Ingress Usage Information includes the data elements defined in Section 12.2.1.1, and the
Ingress Total Cells and Ingress High Priority Cells defined in Section 12.2.1.2.

(R) 12-2 The generation functionality shall enable the carrier to set, viaan operations
interface, the Egress Usage Information generation parameter for each PVC

at arecording interface for each recording interval. The alowable values

shall be active and inactive. The default value shall be active.
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If the Egress Usage Information generation parameter is set as active, then
the generation functionality shall generate Egress Usage Information for
the PV C at the recording interface during the recording interval.

If the Egress Usage Information generation parameter is set asinactive, then
the generation functionality shall ensure that Egress Usage Information is
not generated for the PV C at the recording interface during the recording
interval.

The Egress Usage Information includes the data elements defined in Section 12.2.2.1, and the
Egress Total Cells and Egress High Priority Cells defined in Section 12.2.1.3.

Reguirements on the generation functionality to report that Ingress Usage |nformation generation
or Egress Usage Information generation is inactive may be provided in the future.

12.2.1.1 Identifying the PVC at a Recording I nterface

The data generation point for an inter-carrier PV C is the recording interface (the B-ICl and/or
UNI). One data element is necessary to identify the recording interface.

(R) 12-3 The generation functionality shall enable the carrier to set, via an operations
interface, an identifier for each recording interface (either UNI or B-IClI).

The same recording interface identifier isused for al PVCs carried over the

recording interface. The Recording Interface shall be identified by a 15

decimal digit number.

(R) 12-4 The generation functionality shall identify each PV C at arecording
interface by the Recording Connection Identifier as follows:

» For PVCsconfigured as Virtual Path Connections (VPCs) at the
recording interface (either UNI or B-ICl), the Recording Connection
Identifier isthe Virtual Path Identifier at the recording interface.

» For PVCsconfigured as Virtual Channel Connections (VCCs) at the
recording interface (either UNI or B-ICl), the Recording Connection
Identifier isthe Virtual Path Identifier and the Virtual Channel Identifier
at the recording interface.

The Carrier Identifier is used to identify the interconnected carrier associated with the PVC at a
recording interface.

(R) 12-5 The generation functionality shall enable the carrier to set, via an operations
interface, a Carrier Identifier for each B-ICl and for each inter-carrier PVC
at the UNI. The Carrier Identifier shall be a5 decimal digit number.

The Type of Serviceis used to identify the inter-carrier service provided by the inter-carrier PV C.

(R) 12-6 The generation functionality shall enable the carrier to set, via an operations
interface, a Type of Service Supported for each PV C at the B-ICl, and at the
UNI. Valid values for the Type of Service Supported at the B-ICl are PVC

CRS, PVC CES, PVC FRS, and SMDS.
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A summary of parameters and their status at the UNI and B-ICI are provided in Table 12.1.
(R) 12-7 The generation functionality shall indicate to the formatting functionality
any usage information generated for PV Csthat support transit inter-carrier
service.
A trangit inter-carrier serviceis provided if the PV C is supported between two B-1Cls. Additional
parameters for transit inter-carrier services may apply.

Table 12.2 Parameters and Values at the Interface

Parameter Settable a the UNI Settable at the B-1CI
Per PVC Per UNI Per PVC Per B-ICI
Recording Interface X

Carrier ldentifier

Type of Service X X

12.2.1.2 Ingress Cell Counts

For theingress cell counts, a Measurable Ingress Cell is defined as any assigned cell received by
the ATM switch across the ingress interface (either UNI or B-ICI) that is not discarded by Cell
Validation Procedures, Network Parameter Control (NPC) procedures, or Usage Parameter
Control (UPC) procedures.

(R) 12-8 For aPVC at arecording interface for which Ingress Usage Information
generation is active, the generation functionality shall count all Measurable

Ingress Cells during the recording interval. This count isreferred to as

Ingress Total Cells.

(R) 12-9 For aPVC at arecording interface for which Ingress Usage Information
generation is active, the generation functionality shall count all Measurable

Ingress Cells with CLP = 0 during the recording interval. This count is

referred to as Ingress High Priority Cells.

Note that for VPI = 0, usage information may be generated separately for each VCC.

12.2.1.3 Egress Cell Counts

For the egress cell counts, a Measurable Egress Cell is defined as any assigned cell transported by
the ATM switch across the egress interface (either UNI or B-ICI). If an ATM switch employs
egress shaping at an interface, then any cells lost or discarded by the egress shaping process are
not measurable. Measurable egress cells do not include unassigned cells added to the user cell
stream.
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(R) 12-10 For aPVC at therecording interface for which Egress Usage Information
generation is active, the generation functionality shall count all Measurable

Egress Cells during the recording interval. This count isreferred to as

Egress Total Cedlls.

(R) 12-11 For aPVC at therecording interface for which Egress Usage Information
generation is active, the generation functionality shall count all measurable

egress cellswith CLP = 0 during the recording interval. This count is

referred to as Egress High Priority Cells.

Note that for VPI = 0, usage information may be generated separately for each VCC.

12.2.2 Recording Interval

The service-independent (common) usage information is collected during carrier-defined recording
intervals. During arecording interval, usage information is collected for each PV C at the recording
interface for which usage information generation is active. At the end of each recording interval,
the usage information is sent to the formatting functionality. Recording intervals normally begin
and end at scheduled times. Procedures for scheduled closings are described in Section 12.2.2.1.
Recording intervals may close at unscheduled times for many reasons, including system failure and
reaching memory exhaustion or counter overflow thresholds. Procedures for unscheduled closings
are described in Section 12.2.2.2.

To illustrate recording intervals, assume that the recording intervals for an ATM switch are hourly
(e.g., from midnight to 0:59:59.9, from 1:00:00.0 to 1:59:59.9, etc.). For aPVC at the recording
interface, usage information is generated and sent to the formatting functionality for each hourly
interval (i.e., 24 separate instances of usage information are forwarded to the formatting
functionality). The interval elapsed time of each is one hour.

(R) 12-12 To support recording intervals, the generation functionality shall have

access to aduration timer and a date and time-of-day clock that conform to
(R)-89 to (R)-103 in Section 8.2 of TR-NWT-000508, Automatic Message
Accounting (AMA) (A Module of LSSGR, FR-NWT-000064).

The requirements in Section 8.2 of TR-NWT-000508 are in use today to support awide variety of
telecommuni cations services, including Plain Old Telephone Service (POTS), exchange access
services, narrowband ISDN, and Public Packet Switched Network (PPSN). The requirements and
supporting text in Section 8.2 of TR-NWT-000508 describe procedures to meet the timing
accuracy standards for existing telecommunication services. The existing timing accuracy standards
are asfollows:

» Theaccuracy objective for the Interval Start Time and Interval Start Date is+ 5 seconds.

* Thelnterval Elapsed Time should not be overstated.

» Theaccuracy objective for the Interval Elapsed Time should be + 0 secondsto - 0.5
seconds.

The applicability of the above timing accuracy standard to ATM technology is under study.
(R) 12-13 Thegeneration functionality shall provide recording intervalsthat have an

interval start date, an interval start time, and an interval elapsed time as
defined below.
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* Theinterval sart date and interval start time shall contain the date and
time of day that the recording interval begins.

» Theinterval elapsed time shall contain the length of the recording
interval.

Theinterval start time shall be recordable in hours, minutes, seconds, and
tenths of seconds. Theinterval elapsed time shall be recordable in minutes,
seconds, and tenths of seconds.

(R) 12-14 Thegeneration functionality shall ensure that recording intervals cover al
time during aday and that the intervals do not overlap. A recording interval
shall includeitsinterval start time and exclude the interval start time of the

next recording interval.

For example, if one recording interval startsat 2:00 AM with an interval elapsed time of 60
minutes, it begins at 2:00:00.0 and ends at 2:59:59.9, inclusive. The next recording interval starts
at 3:00 AM.

Recording intervals cannot overlap days because a carrier needs to be able to determine the number
of usage measurements generated for a given day.

(R) 12-15 Thegeneration functionality shall ensure that the first recording interval of
agiven day begins at 0:00:00.0.

To support awide variety of inter-carrier service arrangements, the recording intervals are settable
by the carrier viaan operationsinterface.

(R) 12-16  Except for thefirst recording interval, the generation functionality shall be
settable for each ATM switch, via an operations interface, so that a carrier
can set the start time of each recording interval for agiven day.

The interval start time shall be settable in 15-minute increments.

(R) 12-17 Thegeneration functionality shall be settable for each ATM switch viaan
operations interface so that a carrier can set the interval elapsed time of each
recording interval for agiven day.

Theinterva elapsed time shall be settable in 1-hour increments. The
minimum interval elapsed time shall be 1-hour and the maximum shall be 24
hours. The default interval elapsed time shall be 1 hour. The recording
interval elapsed time is set independently for different intervals.”

Note that for unscheduled closings (as described in Section 12.2.2.2), interval elapsed times will
probably not be amultiple of 15 minutes and the next interval start time, if necessary, will probably
not fall on aquarter hour.

Although the above hourly recording intervals are sufficient for many needs, more granular counts
are necessary for specific applications.

(R) 12-17a The generation functionality shall be settable so that the carrier can specify
15-minute recording intervals for alimited number of smultaneous ATM
PVCs.
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12.2.2.1 Scheduled Closings
Normally, usage information is assembled at the scheduled closing for each recording interval.
The scheduled closing for arecording interval is at the end of the scheduled interval elapsed time.
For instance, if the interval start time is 2:00:00.0 and the scheduled interval elapsed timeis 60
minutes, the scheduled closing is 2:59:59.9. At the scheduled closing, the usage information is
sent to the formatting functionality.
(R) 12-17b The generation functionality shall assemble a usage record and forward it to
the formatting functionality only if one or more of the cell countsinit hasa
non-zero value.
The above requirement specifically applies to assembled usage records. It does not apply to cell
counts that are transferred between functions or systems prior to the assembly of a usage record.
Whether such transfersinclude zero cell countsis beyond the scope of this specification.
(R) 12-18 At the scheduled closing of each recording interval, the generation
functionality shall assemble the usage information collected for each PVC
at the recording interface and send it to the formatting functionality.
The usage information collected for each PV C at its recording interface are:

* Recording Interface

* Recording Connection Identifier

* Carrier ldentifier

* Type of Service Supported

* Ingress Total Cells (if collected)

« Ingress High Priority Cells (if collected)
 Egress Total Cells (if collected)
 Egress High Priority Cells (if collected)
* Interval Start Date

* Interval Start Time

* Interval Elapsed Time

Forwarding usage information to the formatting functionality is under study.
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12.2.2.2 Unscheduled Closings

Abnormal recording intervals occur when the interval does not begin at a scheduled start time or
does not end at the scheduled closing. Requirements on the generation functionality associated with
abnormal recording intervals are described below.

Itislikely that the usage measurement functionality will not be initially put into service (i.e., the
ATM switch put into live service) exactly at the start of a scheduled recording interval. The date
and time at which the usage measurement functionality is put into service are referred to as the
initial in-service date and time.

(R) 12-19 When the usage measurement functionality isfirst put into service, the
generation functionality shall create arecording interval with aninterva
start date and time equal to theinitia in-service date and time.

Theinterval elapsed time of this recording interval shall include al time up
to, but not including, the interval start time of the next scheduled recording
interval.

The generation functionality shall indicate this occurrence to the formatting
functionality.

For example, if the usage measurement functionality is put into service at 10:05 AM and the next
scheduled recording interval startsat 11:00 AM, arecording interval is created with an interval start
time of 10:05:00.0 and an interval elapsed time of 55:00.0.

In some instances, the generation functionality closes the recording interval before its scheduled
closing. Thisisreferred to as an unscheduled closing. Unscheduled closings can occur when
memory is near exhaustion or after a system failure. Two types of unscheduled closings may
occur: (1) those that affect the usage information for all PV Cs at the recording interface, or (2)
those that affect the usage information associated with only one or a subset of PVCs at the
recording interface.

In both cases, the treatment is to end the recording interval for the affected PV C at the recording
interface and to start anew recording interval for the affected PV Cs. This treatment helps replenish
memory if it is near exhaustion and indicates that counts for the interval may bein error.

(R) 12-20 The generation functionality shall perform an unscheduled closing of a
recording interval associated with aPV C at the recording interface in any of
the following situations:

1. When memory usage by the usage measurement functionality reaches
the Usage Measurement Memory Exhaustion Threshold which implies
unscheduled closings for recording intervalsfor all PVCsat the
recording interface.

2. When any counter associated with a PV C at the recording interface
reaches the usage information Cell Count Overflow Threshold which
implies an unscheduled closing only for the recording interval associated
with that PV C at the recording interface.
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3. When the usage measurement functionality isrestored after afailure
which implies unscheduled closings for recording intervals for all PVCs
at the recording interface.

Note that if asingle count for a PV C at the recording interface reaches the Cell Count Overflow
Threshold (situation #2 in the (R) 12-20 above), the unscheduled closing applies to all counts that
are being generated for that PV C at the recording interface. For example, if both the Ingress Total
Cells and Ingress High Priority Cells are being collected for the PV C and the Ingress Total Cells
reaches the Cell Count Overflow Threshold, both counts are assembled and sent to the formatting
functionality.

(R) 12-21  When the generation functionality determines that an unscheduled closing
will occur for arecording interval, it shall:

» Changetheinterva eapsed time to the elgpsed time between the origind
interval start time and the time at which the unscheduled closing occurs.

» Assemblethe usage information for al affected PV Cs at the recording
interface.

»  Send assembled usage information to the formatting functionality.

* Indicate the reason for the unscheduled closing to the formatting
functionality.

(R) 12-22  After an unscheduled closing, the generation functionality shall create a
new recording interval for the affected PV Cs at the recording interface.

Theinterval start date and time of the new recording interval shall be the
date and time of the unscheduled closing of the origina recording interval.

Theinterval elapsed time of the new recording interval shall be the elapsed
time between the time that the unscheduled closing of the original recording
occurred and the start time of the next scheduled recording interval.

Unscheduled closing of arecording interval should not result in the loss of recorded data.

Since usage information created for the new recording interval described in the above requirement
results from an unscheduled closing, it is not associated with a scheduled recording interval. The
usage information indicates that the recording interval isabnormal.

(R) 12-23 Thegeneration functionality shall indicate to the formatting functionality
that it created anew recording interval after an unscheduled closing and
before the next scheduled recording interval.

12.2.3 Data Formatting

Dataformatting isthe process of formatting the usage information into a format that can be
processed by the carrier operations systems. Data formatting is performed by the formatting
functionality. The usage measurement format is carrier-specific and beyond the scope of this
document. An example format is Bellcore AMA Format (BAF), which is used by Local Exchange
Carriersfor current telecommunications services.
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12.2.4 Usage Information Integrity

The usage information defined in this section is intended to support connecting inter-carrier serving
arrangements for PVC services. Traditionaly, these serving arrangements are based on the
availability of high integrity usage information.

Integrity standards address the accuracy of the usage information and the reliability and quality of
the software and hardware that support the usage metering functions. Accuracy standards may
include limits on the amount of usage information misproduced (e.g., with the wrong parameters
or with incorrect counts). Reliability and quality standards may include limits on the amount of
usage information that islost in the event of equipment failure and guidelines for making back-ups
of the usage information.

Integrity standards for usage information are assumed to be company-specific and beyond the
scope of this specification.

Note: On the issue of service-independent usage information for OAM cells, at present, no need is
seen for generating separate service-independent usage information for OAM cells transported on
ATM PVCs.

(R) 12-23a A singlefailureor error for any component that supports the generation
functionality shall not cause aloss of usage measurement data (including
cell counts) that are 15 minutes old or more.

The above requirement is based on the guiding principle that the loss of usage measurement data be
minimized. Additional carrier-specific requirements related to the loss of partial or complete usage
records may also apply.

12.3 PVC Service-Specific Usage Information

12.3.1 PVC Inter-Carrier CRS

The usage information for CRS will include service-independent (common) usage information.
The service-independent (common) usage information data elements include:

* Recording Interface
 Recording Connection Identifier
* Carrier Identifier

* Type of Service Supported (which is always equal to PVC CRS)
* Ingress Total Cells

* Ingress High Priority Cells

* Egress Total Cells

* Egress High Priority Cells

* Interval Start Date

* Interval Start Time

* Interval Elapsed Time

The above data el ements and the following additional data el ements are included in the PV C CRS
specific usage information.
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The Remote Interface represents the interface to the carrier network for the PVC. As shown in
Figure 12.3, when the usage information is generated at the B-1ClI, the B-1Cl is the Recording
Interface and the UNI is the Remote Interface. Alternatively, the usage information could be
generated at the UNI. In such case, the UNI isthe Recording Interface and the B-1Cl is the Remote
Interface.

(R) 12-24  The generation functionality shall enable the carrier to set, via an operations
interface, a Remote Interface for each PV C at the recording interface (either

UNI or B-ICI). The Remote Interface shall be identified by a 15 decimd

digit number.

The Remote Connection Identifier isintended to be the VPI (for PV Cs configured as Virtual Path
Connections at the remote interface) or the VPI/VCI (for PVCs configured as Virtua Channel
Connections at the remote interface) of the PV C.

(R) 12-25 The generation functionality shall enable the carrier to set, via an operations
interface, a Remote Connection Identifier for each PV C at the recording
interface (either UNI or B-ICI).

Carrier A Network : Carrier B Network

| Carrier A Carrier B |
I ATM Network ATM Network I

Remote Interface

Service-independent
Usage Information
(plus CRS Specific

Data Elements)

Recording Interface
Figure 12.3 CRS Specific Usage M easurements
Usage information for point-to-multipoint CRS PV Cs - Any additional data elements needed for

point-to-multipoint CRS PV Cs are for further study. Thisissue is expected to be addressed in the
next VVersion of this Specification.

12.3.2 PVC Inter-Carrier CES

Circuit Emulation Service (CES) provides support for transporting Constant Bit Rate (CBR)
signalsusing ATM technology. An example of this serviceis DS1 or DS3 circuit emulation. For
usage metering purposes, CESis being provided by a carrier network if it performsthe CES-ATM
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Inter-Working Function (IWF) as illustrated in Figure 12.4.37 In this Figure, Carrier A is
providing CES.38

As illugtrated in Figure 12.4, service-independent usage information may be generated by
equipment supporting the B-ICI for any PV C that transports CES. This usage information (as
defined in Section 12.2), may include ingress and egress counts of cells transported on the PV C.
The service-independent usage information will indicate that the Type of Service Supported is
“CES”

Currently, usage information is not generated for DS1 or DS3 Circuit Emulation Service.
Consequently, no usage measurement capabilities are proposed at this time for the CESATM
IWF.

Carrier A Network I Carrier B Network

DS1/DS3 [ cesatm
IWF

Carrier A
ATM Network

Carrier B
ATM Network

Service-independent
Usage Information

Figure 12.4 CES Specific Usage M easurements

An optional future capability of the CES-ATM IWF isto generate CES specific usage information.
The need for such usage information is for further study.

12.3.3 PVC Inter-Carrier FRS

Inter-carrier PV C Frame Relay Service (FRS) is a connection-oriented data transport service that
provides for the bi-directional transfer of variable-length packets for LAN interconnection and
terminal-host applications. For usage metering purposes, PVC FRS is provided by a carrier
network if it performs the FRS-ATM Inter-Working Function (IWF) asillustrated in Figure 12.5.
In this Figure, Carrier A is providing PVC FRS. This section assumes one-to-one connection
multiplexing, i.e., each frame relay logical connection (DLCI) is mapped to asingle ATM VCC.
Multiplexing is performed at the ATM layer using VPI/VVCI.

As illustrated in Figure 12.5, service-independent usage information may be generated by
equipment supporting the B-1CI for an ATM PV C that supports FRS. This usage information (as
defined in Section 12.2) may include ingress and egress counts of cells transported on the ATM
PVC. The service-independent usage information will indicate that the Type of Service Supported

37 |f acarrier network does not provide the CES-ATM IWF, then the usage metering approach defined in Section
12.3.1 for PVC Cell Relay Service (CRS) appliesto the PVC.

38 Carrier B isalso providing CESif it also performs the CES-ATM IWF (e.g., at auser interface).
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iIs“PVC FRS.” Additionally, the usage information generated by equipment supporting the B-ICI
for an ATM PV C that supports FRS must include the following FRS specific data element.

(R) 12-26  The generation functionality shall enable the carrier to set, via an operations
interface, a Frame Relay Interface Identifier for each ATM PV C that

supports PVC FRS at the B-ICI. The Frame Relay Interface Identifier

shall be 15 decimal digitsto represent the FR-UNI.

Carrier A Network ! Carrier B Network

FR-UNI .
| FRS-ATM Carrier A Carrier B
| / IWE ATM Network ATM Network
FRS Specific Service-independent
Usage Information Usage Information

Carrier A
FRS Network

_| FRS-ATM | _ Carrier A Carrier B
IWF ATM Network ATM Network

Figure 12.5 Inter-carrier PVC FRS

For FRS PV Cs supported by a FR-UNI connected to a carrier FRS network, it is assumed that the
FRS switching equipment in the FRS network generates the FRS specific usage information at the
FR-UNI. The FRS specific usage information is defined in TR-TSV-001370(65]. For these FRS
PVCs, the FRS-ATM IWF is assumed to generate no usage information.

For FRS PV Cs supported by a FR-UNI directly connected to the FRS-ATM IWF, it is assumed
that the FRS-ATM IWF generates the FRS specific usage information defined in the following
requirements. These requirements (except for the capability to activate or deactivate usage

measurement generation) are summarized from TR-TSV-001370[65],

FRS specific usage information may be generated by the FRS-ATM IWF for each FRSPVC. The
generation functionality may be activated or deactivated by the carrier via an operations interface for
each FRS PV C for each recording interval.
(R) 12-27 Thegeneration functionality shall enable the carrier to set, via an operations
interface, the FRS Usage Information Generation parameter for each FRS
PV C supported by the FRS-ATM IWF for each recording interval. The
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adlowable values shall be active and inactive. The default value shall be
active.

If the FRS Usage Information Generation is set as active, then the
generation functionality shall generate the FRS specific usage information
for the FRS PV C during the recording interval.

If the FRS Usage Information Generation is set as inactive, then the
generation functionality shall ensure the FRS specific usage information is
not generated for the FRS PV C during the recording interval.

The FRS specific usage information is defined in the following requirements, which are

summarized from TR-TSV-00137065]. This usage information is generated during recording
intervals. These intervals have the same characteristics as the recording intervals defined in Section
12.2.2 for the service-independent usage information. The generation functionality is assumed to
be part of the FRS-ATM IWF.

For inter-carrier PVC FRS, the FRS-ATM IWF measures the amount of end-user data transported
on each PVCinthe ATM to FRS direction during arecording interval. End-user data include only
the information payload of the frame. The headers and trailers are not considered end-user data by
the usage measurement functionality. The amount of end-user data is measured in terms of
Measurement Units. The Measurement Unit is afixed-length unit determined jointly by the carrier
and FRS-ATM IWF supplier. Example units include octets and cells.

(R) 12-28 Thegeneration functiondity shal provide fixed-length Measurement Units
to measure the end-user data.

(R) 12-29 During therecording interval, the generation functionality shall accumulate
the number of Measurement Units of user data transported from the FRS-

ATM IWF across the destination interface (FR-UNI) for each FRSPVC on

the interface. The user data shall be al datain the information payload

of aframe. This count isreferred to as the Received Count.

Note that the Received Count is an egress count of the amount of user data transported in the ATM
to FRS direction to a FR-UNI (i.e., received by the user). It includes both discard-eligible (DE =
1) and discard-ineligible (DE = 0) user data.

Each Received Count isidentified by the following data elements:

* Destination Interface Identifier: A 16 decimal digit number that identifies the
destination interface. Thisidentifier is provisioned for each FR-UNI. All Received
Counts at agiven interface are identified by the same Destination Interface | dentifier.

* Destination DL CI: The DataLink Connection Identifier (at the destination interface)
of the FRS PV C for which the Received Count is being generated. This DLCI is used
to distinguish between Received Counts generated for the same destination interface.
For the FRS specific usage information generated by the FRS-ATM IWF, the
destination interface isthe FR-UNI.

* Source Interface Identifier: A 16 decimal digit number that identifies the source
interface of the PV C for which the Received Count is being generated. This identifier is
provisioned separately for each FRS PV C. For the FRS specific usage information
generated by the FRS-ATM IWF, the source interface isthe B-ICI.
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These dataelements areillustrated in Figure 12.6.

It is assumed that FR-UNIs are identified by 16 decimal digit numbers to facilitate processing of
the usage information by applications.

(R) 12-30 For the FRS specific usage information generated by the FRS-ATM IWF,
the Destination Interface |dentifier shall be the 16 decimal digit memory-
administrable numeric address that is associated with the terminated FR-
UNI path for which the Received Count is being generated.

(R) 12-31 Thegeneration functionality shall enable the carrier to set, via an operations
interface, a 16 decimal digit numeric Source Interface Identifier for each
Received Count.

Note that the PV C FRS usage information defined in TR-TSV-001370[65] al so includes the source
DLCI for the FRS PVC. For the usage information generated at the FRS-ATM IWF, the source
interface is the multi-service B-ICI. Consequently, the source DLCI is not needed.

ATM to FRS Direction

-
FR-UNI B-ICI
| FRS-ATM Carrier A |
IWF ATM Network ‘
Destination Source
Interface Interface

Figure 12.6 FRS Specific Usage M easurements

At the end of arecording interval, the usage information is assembled and forwarded to the
formatting functionality.

(R) 12-32 Attheend of the recording interval, the generation functionality shall
assembl e usage information for each Received Count that contains the
following data elements:

Interval Start Date

Interval Start Time

Interval Elapsed time

Source Interface | dentifier

Destination Interface Identifier

DLCI (at the Destination Interface) of the FRS PV C for which the
Received Count is being generated

Measurement Unit

* Received Count.
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Dataformatting requirements related to the FRS specific usage information are company-specific
and beyond the scope of this specification.

12.3.4 SMDS

SMDS s apublic packet-switched service that provides for the transfer of variable length data units
at high speeds, without the need for call establishment procedures. To support SMDS, a carrier
may provide processing at several different levels. These levels range from point-to-point traffic
transport between carriers to full processing and routing of SMDS packets (e.g., ICIP_CLS
PDUs) based on their packet level addresses. A functional network architecture in support of inter-
carrier SMDS isillustrated in Figure 12.7. In this Figure, Carrier A is providing Exchange Access
SMDS (XA-SMDS) to Carrier B.

1

Carrier A Network ] Carrier B Network
1
1

SMDS Specific
Usage Information
(under study)

SMDS Specific
Functions

ATM
Switching

SNI

| SMDS-ATM
IWF

Carrier B
ATM Network

Carrier A
ATM Network

Service-independent
Usage Information

Figure 12.7 SMDS Specific Usage M easurements

As illustrated in Figure 12.7, service-independent usage information may be generated by
equipment supporting the B-1CI for any PV C that transports SMDS traffic. This usage information
(as defined in Section 12.2) may include ingress and egress counts of cells transported on the
PV C. The service-independent usage information will indicate that the Type of Service Supported
is“SMDS.”

SMDS specific usage information may be generated by the SMDS-ATM IWF or SMDS Specific
Functionality. SMDS usage information is defined in TR-TSV-001060 for the SMDSICI. The
SMDS specific usage information is generated for SMDS Level 3 Protocol Data Units (L3_PDUS)
transported between an SMDS Source Address and SMDS Destination Address. It is generated at
the last point of SMDS protocol processing within the carrier network (for a service-specific
platform, this point is the egress interface). The usage information includes a count of the number
of L3 PDUsand L2_PDUs transported by the carrier network from the source to destination
during an aggregation interval. For XA-SMDS, the usage information also includes the Network
Identification and the ICI Transmission Path Set to identify the interconnected carrier. Two
additional data elements, the Condition Code and SNI Identifier, are used to measure partially-
transmitted L3 PDUs and group addressed L3 PDUs.
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SMDS specific usage information for inter-carrier SMDS supported by the B-ICI is under study.
This includes usage measurements for both cases, SMDS-ATM IWF and the SMDS network
interconnected to SMDS-ATM IWF.

12.4 SVC Service-Independent Usage Infor mation
In Section 7, Figure 7.6 illustrates an example of the reference configuration for B-1Cls supporting

SVC service. As illustrated below in Figure 12.8, this example configuration contains one
Originating Carrier, one or more Transit Carriers, and one Terminating Carrier.

Originating Transit Carrier Terminating
Carrier Network Network(s) Carrier Network
UNI B-ICI B-ICI UNI

Figure 12.8 Example Reference Configuration

In order to support Inter Carrier SVC services, each carrier will need to provide usage
measurement capabilities.

12.4.1 Originating Carrier Network

This section proposes usage measurement capabilities that apply to the Originating Carrier
Network. The following requirements apply to an Originating Carrier Network for Point-to-Point
Inter Carrier Switched Virtual Connections (SVCs).

(R) 12-33 For Inter Carrier SVCs, the Originating Carrier Network shall be capable of
recording the Calling Party associated with the SVC. The Calling Party is
the Address Digits from the Calling Party Number parameter from the IAM
associated with the SVC, plusthe AESA for Calling Party parameter, if
present.

(R) 12-33a In North American Networks, for Inter Carrier SV Cs, the Originating
Carrier Network shall be capable of recording the Charge Number
associated with the SVC. The Charge Number isthe Address Digits from
the Charge Number parameter (when present) from the |AM associated with
the SVC.

(R) 12-33b For Inter Carrier SV Cs, the Originating Carrier Network shall be capable of
recording the Default Address associated with the SV C. This requirement
applies when usage information is generated by the Originating ATM
Switch in the Originating Carrier Network.

(R) 12-34 For Inter Carrier SVCs, the Originating Carrier Network shall be capable of
recording the Terminating Address for the SVC. The Terminating Address
isthe Address Digits from the Called Party Number Parameter from the
|AM associated with the SVC, plusthe AESA for Called Party parameter, if
present.
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(R) 12-35 For Inter Carrier SVCs, the Originating Carrier Network shall be capable of
recording the following subfields in the Broadband Bearer Capability
Parameter from the |AM associated with the SV C:

* Bearer Class,

 Traffic Type,

» Timing Requirements,

* Susceptibility to Clipping, and

» User Plane Connection Configuration.

(R) 12-36 For Inter Carrier SVCs, the Originating Carrier Network shall be capable of
recording the QOS Class Forward and QOS Class Backward subfields
(when present) in the Quality of Service Parameter from the |AM associated
with the SVC.

(R) 12-37 For Inter Carrier SVCs, the Originating Carrier Network shall be capable of
recording the following indicators from the corresponding subfields (when
present) in the ATM Cell Rate Parameter from the |AM associated with the
SVC:

 Best Effort Indication,
» Tagging Forward, and
» Tagging Backward.

(R) 12-38 For Inter Carrier SVCs, the Originating Carrier Network shall be capable of
recording the following traffic parameters from the corresponding subfields
(when present) inthe ATM Cell Rate Parameter from the IAM associated
with the SV C:

» Forward Peak Cell Rate (CLP = 0+1)

» Forward Peak Cell Rate (CLP=0)

» Forward Sustainable Cell Rate (CLP = 0+1)
» Forward Sustainable Cell Rate (CLP=0)

» Forward Maximum Burst Size (CLP = 0+1)
» Forward Maximum Burst Size (CLP=0)

(R) 12-39 For Inter Carrier SVCs, the Originating Carrier Network shall be capable of
recording the following traffic parameters from the corresponding subfields
(when present) inthe ATM Cell Rate Parameter from the |AM associated
with the SV C:

» Backward Peak Cell Rate (CLP=0+1)

» Backward Peak Cell Rate (CLP=0)

» Backward Sustainable Cell Rate (CLP = 0+1)
» Backward Sustainable Cell Rate (CLP =0)

» Backward Maximum Burst Size (CLP = 0+1)
» Backward Maximum Burst Size (CLP =0)

(R) 12-40 In North American networks, for Inter Carrier SV Cs, the Originating
Carrier Network shall be capable of recording Originating Line Information
Parameter (OLIP) from the |AM associated with the SV C (when present).
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(R) 12-41  In North American networks, for Inter Carrier SV Cs, the Originating
Carrier Network shall be capable of recording the Carrier Identification

Code corresponding to the Transit Carrier Network from the Transit

Network Selection Parameter from the IAM associated with the SVC.

Note that if multiple Transit Carrier Networks transport the inter carrier SVC, more than one
Trangit Carrier Identifiers may be needed. Thisissueisfor further study.

(R) 12-42  In North American networks, for Inter Carrier SV Cs, the Originating
Carrier Network shall be capable of recording the Outgoing Facility
|dentifier for the SVC.

The Outgoing Facility Identifier for the SV C includes the Signaling Point Code of the Intermediate
ATM Switch in the Transit Carrier Network and the VPCI which transports the ATM SVC
between the Originating and Transit Carrier Networks.

At the Originating ATM Switch in the Originating Carrier Network, the Outgoing Facility Identifier
isrecorded from the EXM associated with the SVC. At the Intermediate ATM Switch in the
Originating Carrier Network, the Outgoing Facility Identifier is determined by the ATM Switch
from internal processes.

(R) 12-43  For Inter Carrier SVCs, the Originating Carrier Network shall be capable of
recording the duration of the ATM SVC.

The duration may be described by a start date, start time, and elapsed time. The elapsed time
represents the amount of time between a defined start time and the disconnect of the SVC. Two
start times are relevant for Inter Carrier SVCs: Carrier Connect Time and Connect Time. The
Carrier Connect Time is the time that the SVC is recognized by the originating network as
connected to the transit network. The Connect Time is the time that the SV C is recognized by the
originating network as connected end-to-end between the calling and called party.

(R) 12-44  For Inter Carrier SVCs, the Originating Carrier Network shall be capable of
recording cell counts as needed.

See Section 12 of the B-ICl Specification, Version 1.1 for a description of cel counting
functionality for ATM Permanent Virtual Connections (PVCs). This functionality may be used to
generate cell countsfor ATM SVCs.

(R) 12-45 For Inter Carrier SV Cs, the Originating Carrier Network shall be capable of
recording the Cause Vaue subfield from the Cause Indicators Parameter
from the RELEA SE or RELEA SE COMPLETE messages associated with
the SVC.

The potential usage measurement recording locations in the Originating Carrier Network are
illustrated in Figure 12.9.

In thisfigure, note that the Charge Number Parameter and OL IP might not be included in the usage
information. The Charge Number Parameter isincluded in the usage information only if the Charge
Number Parameter is present in the IAM associated with the SVC. The OLIP isincluded in the
usage information only if OLIPis present in the IAM associated with the SVC.
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The Charge Number, OLIP, and Carrier ldentification Code are indicated by (*) because the
Charge Number parameter, OLIP, and TNS parameters apply to North American networks only.

The Quality of Service (QOS) Parameter isindicated by (**) because the current Version of BISUP
does not support this Parameter.

The objectiveisthat all usage information generated by the Originating Carrier Network for an
Inter Carrier SV C be assembled as a single usage record and made available to the formatting
functionality. Procedures to assemble usage information from the Originating and Intermediate
ATM Switches require further study.

Procedures to control the generation of usage information for Inter Carrier SV Cs require further
study.

Additional carrier-specific data elements may also be included in the usage information.

Originating Carrier Network

Originating Intermediate

ATM Switch

VAN )

Available at both ATM Switches

Calling Party

Charge Number (*)
Terminating Address
Broadband Bearer Capability
Quality of Service Parameter (**)
ATM Cell Rate

OLIP (when present) (*)
Carrier Identification Code (*)
Outgoing Facility

Carrier Connect Time
Connect Time

Cause Value

ATM Switch

B-ICI

Available at the Available at the
Originating ATM Switch Intermediate ATM Switch

Cell Counts at the UNI

Default Address for the UNI Cell Counts at the B-ICI

Figure 12.9 Originating Carrier Network Usage Infor mation
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12.4.2 Terminating Carrier Network

This section proposes usage measurement capabilities that apply to the Terminating Carrier
Network. The following requirements apply to a Terminating Carrier Network for Point-to-Point
Inter Carrier Switched Virtual Connections (SVCs).

(R) 12-46 For Inter Carrier SVCs, the Terminating Carrier Network shall be capable
of recording the Calling Party associated with the SVC. The Caling Party
isthe Address Digits from the Calling Party Number parameter (when
present) from the |AM associated with the SVC, plus the AESA for Calling
Party, if present.

(R) 12-46a In North American Networks, for Inter Carrier SVCs, the Terminating
Carrier Network shall be capable of recording the Charge Number
associated with the SVC. The Charge Number isthe Address Digits from
the Charge Number parameter (when present) from the IAM associated with
the SVC.

Note that Charge Number Parameter and/or Calling Party Number might not be provided to the
Terminating Carrier Network. The above requirements apply only if these Parameters are included
inthe IAM provided to the Terminating Carrier Network.

(R) 12-47  For Inter Carrier SVCs, the Terminating Carrier Network shall be capable
of recording the Terminating Address for the SVC. The Terminating

Addressisthe Address Digits from the Called Party Number parameter

from the |IAM associated with the SV C, plusthe AESA for Called Party

parameter, if present.

(R) 12-48 For Inter Carrier SVCs, the Terminating Carrier Network shall be capable
of recording the following subfields in the Broadband Bearer Capability
Parameter from the |AM associated with the SV C:

* Bearer Class,
 Traffic Type,
» Timing Requirements,

Page 258 ATM Forum Technical Committee



B-1CI Specification, V 2.0, December 1995

* Susceptibility to Clipping, and
» User Plane Connection Configuration.

(R) 12-49 For Inter Carrier SVCs, the Terminating Carrier Network shall be capable
of recording the QoS Class Forward and QoS Class Backward subfields

(when present) in the Quality of Service Parameter from the |AM associated

with the SVC.

(R) 12-50 For Inter Carrier SVCs, the Terminating Carrier Network shall be capable
of recording the following indicators from the corresponding subfields

(when present) inthe ATM Cell Rate Parameter from the |AM associated

with the SV C:

 Best Effort Indication,
» Tagging Forward, and
» Tagging Backward.

(R) 12-51  For Inter Carrier SVCs, the Terminating Carrier Network shall be capable
of recording the following traffic parameters from the corresponding

subfields (when present) inthe ATM Cell Rate Parameter from the IAM

associated with the SV C:

» Forward Peak Cell Rate (CLP = 0+1)

» Forward Peak Cell Rate (CLP=0)

» Forward Sustainable Cell Rate (CLP = 0+1)
 Forward Sustainable Cell Rate (CLP=0)

» Forward Maximum Burst Size (CLP = 0+1)
» Forward Maximum Burst Size (CLP=0)

(R) 12-52  For Inter Carrier SVCs, the Terminating Carrier Network shall be capable
of recording the following traffic parameters from the corresponding

subfields (when present) inthe ATM Cell Rate Parameter from the IAM

associated with the SV C:

» Backward Peak Cell Rate (CLP =0+1)

» Backward Peak Cell Rate (CLP=0)

» Backward Sustainable Cell Rate (CLP = 0+1)
» Backward Sustainable Cell Rate (CLP =0)

» Backward Maximum Burst Size (CLP = 0+1)
» Backward Maximum Burst Size (CLP =0)

(R) 12-53 In North American networks, for Inter Carrier SVCs, the Terminating
Carrier Network shall be capable of recording Originating Line Information
Parameter (OLIP) from the |AM associated with the SV C (when present).

Note that the Originating Line Information Parameter (OLIP) might not be provided to the
Terminating Carrier Network. The above requirement appliesonly if this Parameter isincluded in
the lAM provided to the Terminating Carrier Network.

(R) 12-54  In North American networks, for Inter Carrier SVCs, the Terminating
Carrier Network shall be capable of recording the Carrier Identification
Code corresponding to the Transit Carrier Network.
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Note that if multiple Transit Carrier Networks transport the inter carrier SVC, more than one
Trangit Carrier Identifiers may be needed. Thisissue isfor further study.

At the Intermediate ATM Switch in the Terminating Carrier Network, the Carrier Identification
Code is associated with the B-1Cl. Determining the Carrier |dentification Code at the Terminating
ATM Switchinthe Terminating Carrier Network requires further study.

(R) 12-55 In North American networks, for Inter Carrier SVCs, the Terminating
Carrier Network shall be capable of recording the Incoming Facility
|dentifier for the SVC.

The Incoming Facility Identifier for the SV C includes the Signaling Point Code of the Intermediate
ATM Switch in the Transit Carrier Network and the VPCI which transports the ATM SVC
between the Transit and Terminating Carrier Networks.

At the Intermediate ATM Switch in the Terminating Carrier Network, the Incoming Facility
Identifier is determined by the ATM Switch from internal processes. Determining the Incoming
Facility Identifier at the Terminating ATM Switch in the Terminating Carrier Network requires
further study.

(R) 12-56 For Inter Carrier SVCs, the Terminating Carrier Network shall be capable
of recording the duration of the ATM SVC.

The duration may be described by a start date, start time, and elapsed time. The elapsed time
represents the amount of time between a defined start time and the disconnect of the SVC. Two
start times are relevant for Inter Carrier SVCs. Carrier Connect Time and Connect Time. The
Carrier Connect Time is the time that the SVC is recognized by the terminating network as
connected to the transit network. The Connect Time is the time that the SV C is recognized by the
terminating network as connected end-to-end between the calling and called party.

(R) 12-57 For Inter Carrier SVCs, the Terminating Carrier Network shall be capable
of recording cell counts as needed.

See Section 12 of the B-ICl Specification, Version 1.1 for a description of cel counting
functionality for ATM Permanent Virtual Connections (PVCs). This functionality may be used to
generate cell countsfor ATM SVCs.

(R) 12-58 For Inter Carrier SVCs, the Terminating Carrier Network shall be capable
of recording the Cause Value subfield from the Cause Indicators Parameter

from the RELEA SE or RELEA SE COMPLETE messages associated with

the SVC.

The potential usage measurement recording locations in the Terminating Carrier Network are
illustrated in Figure 12.10.

In this figure, note that three data elements might not be available in the Terminating Carrier
Network. These data el ements are the Charge Number, Calling Party, and OLIP.

The Charge Number and OLIP are indicated by (*) because the Charge Number Parameter and
OLIP apply to North American networks only.
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The Quality of Service Parameter isindicated by (**) because the current version of BISUP does
not support this parameter.

The objective isthat all usage information generated by the Terminating Carrier Network for an
Inter Carrier SV C be assembled as a single usage record and made available to the formatting
functionality. Procedures to assemble usage information from the Terminating and Intermediate
ATM Switches require further study.

Procedures to control the generation of usage information for Inter Carrier SV Cs require further
study.

Additional carrier-specific data elements may also be included in the usage information.
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Terminating Carrier Network

Intermediate Terminating
ATM Switch ATM Switch
\

Available at both ATM Switches

Calling Party (when present)
Terminating Address

Broadband Bearer Capability
Quality of Service Parameter (**)
ATM Cell Rate

Carrier Connect Time

Connect Time

Cause Value
Available at the Available at the
Intermediate ATM Switch Terminating ATM Switch
Cell Counts at the B-ICI Cell Counts at the UNI

Carrier ldentification Code
Incoming Facility

Not Available in the Terminating Network
for current Exchange Access services

Charge Number (*)
OLIP (*)

Requirements to capture these data elements apply
only if the Transit Network includes the Charge Number
Parameter and OLIP in the IAM provided to the
Terminating Network.

Figure 12.10 Terminating Carrier Network Usage | nformation
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12.4.3 Point-to-Multipoint SVCs

The usage measurement capabilities for inter network SVCs are specified for the Originating
Carrier Network in Section 12.4.1 and for the Terminating Carrier Network in Section 12.4.2.
These capabilities also apply to Point-to-Multipoint SV Cs. An example Point-to-Multipoint SVC is
illustrated in Figure 12.11.

Transit Carrier
Network(s)

Terminating

Originating
Carrier Networ

Carrier Networ

Root Leaf 3

UNI UNI

UNI—H— J UNI—H—
Leaf 1 Leaf 2
Figure 12.11 Point-to-Multipoint SVC

This Point-to-Multipoint SVC includes one root and three leaves. For usage measurement
purposes, this Point-to-Multipoint SV C provides three communication paths A communication
path is defined between the root and aleaf. The three communication paths provided by the above
Point-to-Multipoint SVC are asfollows:

* acommunication path from the Root to Leaf 1
* acommunication path from the Root to Leaf 2
* acommunication path from the Root to Leaf 3

Note that these communication paths share connection links at different points within the networks.
For instance, all three communication paths use the same user plane connection link (i.e., the same
VPCI/VCI) at the UNI between the Root and the Originating Carrier Network.

Usage information is collected for each communication path. The ATM switches are capable of
recording the specified usage measurement data elements for the communication paths they
support. These data elements should indicate that the communications path is part of a Point-to-
Multipoint SV C. For instance, the User Plane Connection Configuration in the Broadband Bearer
Capability Parameter from the IAM should indicate " Point-to-Multipoint”. The usage information
generated for the above Point-to-Multipoint SVCisillustrated in Figures 12.12 and 12.13.

Figure 12.12 illustrates the Originating Carrier Network.
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Originating Carrier Network Transit
: Carrier
Originating Intermediate I Network
Root ATM Switch ATM Switch
4 | UNI \
/ Leaf 1 \
Usage Information Usage Information
May be Generated Here May be Generated Here
Figure 12.12 Point-to-Multipoint SVC in the Originating Carrier

Networ k

Figure 12.13 illustrates the Terminating Carrier Network.

Transit . Terminating Carrier Network

Carrier :

Network " /Intermediate

ATM Switch Leaf 3
/ Leaf 2 \
Usage Information Usage Information
May be Generated Here May be Generated Here

Figure 12.13 Point-to-Multipoint SVC in the Terminating Carrier

Networ k

Asillustrated in these figures, each network is capable of generating usage information for the
listed communication paths.
Originating ATM Switch in the Originating Carrier Network:

» the communication path from the Root to Leaf 1

» the communication path from the Root to Leaf 2

» the communication path from the Root to Leaf 3

Intermediate ATM Switch in the Originating Carrier Network:
» the communication path from the Root to Leaf 2
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* the communication path from the Root to Leaf 3

Intermediate ATM Switch in the Terminating Carrier Network:
* the communication path from the Root to Leaf 2
* the communication path from the Root to Leaf 3

Terminating ATM Switch in the Terminating Carrier Network:
* the communication path from the Root to Leaf 3
The usage information generated for the communication paths will have many common data

elements. For instance, the following usage measurement data elements are the same for all
communication paths provided by the Point-to-Multipoint SV C:

» Broadband Bearer Capability

* Quality of Service Class (when present)

* ATM Cdl Rate Parameters
The following usage measurement data elements may vary (i.e., may be different for each
communication path provided by the Point-to-Multipoint SVC):

» Cadlling Party (when present)

e Terminating Address

 CauseVdue

o Carier Identification Code

» Facility Identifiers (Incoming and Outgoing)

*  OLIP (when present)

e Charge Number (when present)

* Connect Time

» Carrier Connect Time

» Cédl Counts
The usage measurement data el ements collected for the Point-to-Multipoint SVC may be formatted

as one or more usage records by each ATM switch that generates usage measurement data. Data
formatting is beyond the scope of this specification.
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ACRONYMS

AAL ATM Adaptation Layer

ACM Address Complete Message

AESA ATM End System Address

Al Signaling ID Assigned by Switch A
AIS Alarm Indication Signa

ANI Automatic Number Identification
ANM Answer Message

ANS| American National Standards Institute
ATM Asynchronous Transfer Mode

BBC Broadband Bearer Capability

BCOB Broadband Connection Oriented Bearer
BECN Backward Explicit Congestion Notification
BHLI Broadband High Layer Information
Bi Signaling ID assigned by Switch B
B-ICI BISDN Inter Carrier Interface

BISDN Broadband Integrated Services Digital Network
BLA Blocking Acknowledgment Message
BLLI Broadband Low Layer Information
BLO Blocking Message

BSS Broadband Switching System

CAC Connection Admission Control

CBDS Connectionless Broadband Data Service
CBR Constant Bit Rate

CCE Consistency Check End Message
CCEA Consistency Check End Acknowledge Message
CCITT International Telephone and Telegraph Consultative Committee
CCR Consistency Check Request Message
CCRA Consistency Check Request Acknowledge Message
CdPN Called Party Number

CDV Cell Delay Variation

CES Circuit Emulation Service

CFN Confusion Message

CgPN Cdling Party Number

CIP Carrier |dentification Parameter
CLNS Connection-Less Network Service
CLSF Connection-L ess Service Function
CLP Cell Loss Priority

CPCS Common Part Convergence Sublayer
CPE Customer Premises Equipment

CPG Call Progress Message

CRC Cyclic Redundancy Check

CRS Cdl Relay Service

(O Carrier Selection Information

CS2 Capability Set 2

Cs2.1 Capability Set 2, Step 1

DCC Data Country Code

DCLI Destination Connection Link Identifier
DE Discard Eligibility

DLCI Data Link Connection Identifier

DSID Degtination Signaling Identifier
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EA Address Extension

EFCI Explicit Forward Congestion Indication
ESIG European SMDS Interest Group

ETS European Telecommunications Standards I nstitute
EXM Exit Message

FEBE Far End Block Error

FECN Forward Explicit Congestion Notification
FERF Far End Recelve Failure

FRS Frame Relay Service

HEC Header Error Control

IAA IAM Acknowledgment Message

IAM Initial Address Message

IAR IAM Reject Message

ICD International Code Designator

ICI Inter Carrier Interface

ICIP Inter Carrier Interface Protocol
ICIP_CLS | CIP Connectionless Service

IE Information Element

IEC Inter Exchange Carrier

ILEC Independent Local Exchange Carrier
INC International Carrier

ITU International Telecommunication Union
IWF Inter-Working Function

LEC Local Exchange Carrier

MF Mapping Function

NNI Network Node Interface

NPC Network Parameter Control

PCR Peak Cell Rate

PDH Pleisiochronous Digital Hierarchy
PLCP Physical Layer Convergence Procedure
OCLI Origination Connection Link Identifier
OFl Outgoing Facility Identifier

oLl Originating Line Information

OsID Origination Signaing Identifier

PMD Physical Medium Dependent

PVC Permanent Virtual Connection

QoS Quality of Service

RAM Reset Acknowledgment Message

RDI Remote Defect Indicator

REL Release Message

RLC Release Complete Message

RSM Reset Message

SAAL Signaling ATM Adaptation Layer

SCR Sustained Cell Rate

SDH Synchronous Digital Hierarchy

SID Signaling Identifier

SG SMDS Interest Group

SMDS Switched Multi-megabit Data Service

SNI Subscriber Network Interface

SONET Synchronous Optical NETwork

SPE Synchronous Payload Envelope

SSCF Service Specific Coordination Function
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SSCOP Service Specific Connection Oriented Protocol
SSCS Service Specific Convergence Sublayer
STS Synchronous Transport Signal

sSvC Switched Virtual Connection

TNS Transit Network Selection

UBA Unblocking Acknowledgment Message
UBL Unblocking Message

ubDT Unstructured Data Transfer

UNI User Network Interface

UPA User Part Available Message

UPT User Part Test Message

VBR Variable Bit Rate

VCC Virtual Channel Connection

VCI Virtual Channel Identifier

VPC Virtual Path Connection

VPCI Virtual Path Connection Identifier
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APPENDIX A - Initial Guidelines for FRS Traffic Characterization at the B-1ClI

The FR traffic parameters can be used to determine approximately equivalent ATM traffic
parameters as described below. Note that this description only provides the guidelines to
characterize FR traffic interms of ATM traffic conformance parameters; it does not specify ATM
traffic conformance parameters that FR traffic must conform to. These guidelines are based on the
traffic conformance parameters and functions described in the ATM Forum UNI Specification,
1993.

Note: The current text in this Appendix is expected to be revised if and when any updated version
of the Traffic Management specification is available.

A.1 1-To-1 Mapping

The following methods can be used to characterize FR traffic in terms of ATM traffic conformance
parameters for 1-to-1 mapping.

A.1.1 Method 1

This method characterizes FR traffic using 3 Generic Cell Rate Algorithms (GCRAS) as described
in Example 2ain Appendix B of the ATM Forum UNI Specification, 1993.

For frames with 'n" user information bytes:
AR
PCRo+1 = 5 [OHA (n)]

SCRy = 25 [oHB ()]

MBS, » [%(ﬁ) + 1] [onB ]
AR

SCRy = E,'ﬁ [oHB (n)]

wes > [ 8 (g ) +1] [ome o]

~ AR
Where:

n = Number of user information octetsin aframe

AR = Access Line Rate (bits/sec)
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CIR = Committed Information Rate, %2 , (bits/sec)

EIR = Excess Information Rate, %e’ (bits/sec)

CIR+EIR £ AR

Bc = Committed Burst size (bits)

Be = Excess Burst Size (bits)

T = Measurement Interval (sec)

PCR = Peak Cell Rate (cells/sec)

SCR = Sustained Cell Rate (cells/sec)
MBS = Maximum Burst Size (cells)

CDVT = Cdl Delay Variation Tolerance (sec)

éxXu= Stands for the smallest integer greater than or equal to X
nthl+h2 ~
€—g—u
OHA(n) = [ Thihitha ] = Overhead Factor for Access Rate (cellg/byte)

hl = Frame Relay Header Size (octets), 2-octet, 3-octet, or 4-octet headers
h2 = AAL Type5PDU Trailer Size (8 octets)
h3 = Frame Relay High-Level Data Link Control (HDLC) overhead of CRC-16 and Flags

(4 octets)
n+hl+h2 ~
€—g—u
OHB(n) = [ 7 ] = Overhead Factor for Committed/Excess Rate

(cells/byte)

Subscript 0+1, 0, or 1 applied to PCR, SCR, CDV, or MBS implies the parameter value for CLP
= 0+1 cell stream, CLP =0 cell stream, and CLP =1 cell stream, respectively.

In the above equations, (n+h1+h2) isthe total size of an AAL Type 5 PDU containing the FR-
SSCS-PDU corresponding to the n-octet frame. The overhead of FR-SSCS-PDU is hl octets, the
overhead of an AAL Type 5 PDU ish2 octets.

Note: AtthelWF,in FRto ATM direction, aCDVT that includes the delay variation introduced
by the IWF and the FR network needs to be specified. At the B-ICI, in FRto ATM
direction, aCDVT that includes the delay variation introduced by the FR network, by the
IWF, and by the ATM network segment between the IWF and the B-1CI needs to be
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specified. For example, CDVT vaue equd to ‘F’C11?€m may be appropriate for some

networks. The CDV T, value should be negotiated for a bilateral agreement between the
carriers.

For atypical connection (FR PV C) with variable size frames, networks can calculate PCR, CDV,
SCR, and MBS using atypical frame size, using a mean frame size, or using the worst case
scenario. If these values are expected to be used for traffic policing, then the worst case values
should be used.

This choice and the resulting values of ATM traffic parameters that characterize the FR traffic
should be decided by a bilateral agreement between the carriers.

Some examples for PCRg.; and SCRq for 2 octet Frame Relay header are:

n=1: PCRon = 558 (UD); SCRy = 2 (U1)
n=38PCRoy = o (V) SCR, = 5% (V38)

N=8188  PCRos = 43 (171/8194); SCRy = 3° (171/8188)
n-> ¥ PCRon = 55° (148); SCRy = (1/48)

The factor OHB(n) represents the overhead of FR-SSCS and a AAL Type 5 Common Part (CP).
Let us call thisfactor the "overhead factor". The overhead can be viewed to consist of two
components:

€)] Fixed overhead of (h1+h2) bytes per frame.

(b) Variable overhead of 0 to 47 bytes per frame.

If frame length distribution is uniform or exponential, the component (b) of the overhead has a
mean value of 23.5» 24 bytes per frame.

A.1.2 Method 2

This method characterizes the FR traffic using 2 GCRAS, as described in Example 2b in Appendix
B of the ATM Forum UNI Specification, 1993.

Two options are described here to characterize FR traffic using the GCRA configuration of
Example 2b in Appendix B of the ATM Forum UNI Specification, 1993.

Option 1:
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PCRo = 55 [OHA (]

SCRy = 25 [oHB ()]

MBS, » [BC( — L) + 1] [onB ()]
~ AR

This method does not provide a direct characterization of Be or EIR. The allowed EIR can be
derived using the difference between the AR and the CIR, both expressed in cells per second.

Allowed EIR =

8[PCRos1 — SCRo] AR [

] _CIR
OHB(n)

n+h1+h2
Allowed Be » ¥

If originally negotiated FR EIR (i.e., Be/T) isthe same as the "Allowed EIR" above, then this
Method is equivalent to Method 1.

Note: AtthelWF,in FRto ATM direction, aCDVT that includes the delay variation introduced
by the IWF and the FR network needs to be specified. At the B-ICI, in FRto ATM
direction, aCDVT that includes the delay variation introduced by the FR network, by the
IWF, and by the ATM network segment between the IWF and the B-1Cl needs to be

specified. For example, CDVT value equal to ‘PC%M may be appropriate for some

networks. The CDV T, value should be negotiated for a bilateral agreement between the
carriers.

For atypical connection (FR PV C) with variable size frames, networks can calculate PCR, CDV,
SCR, and MBS using a typical frame size, using a mean frame size, or using the worst case
scenario. If these values are expected to be used for traffic policing, then the worst case values
should be used.

This choice and the resulting values of ATM traffic parameters that characterize the FR traffic
should be decided by a bilateral agreement between the carriers.

Option 2:

PCRg:1 = [ C'R—’;E'R ] [oHB(M)]

SCRo = C'TR [oHB()]
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mess» [ (—gr ) + 1] [owe o]
~ AR

This method does not provide a characterization of AR.
Notes:

1. Thismethod impliesthat FR traffic is shaped to achieve a PCRg.1 of [CIR + EIR]
[OHB(N)]/8.

2. ltispossibletoview [CIR + EIR] [OHB(N)]/8 as SCRy+1 rather than PCRg.1; and choose
MBS+ to be:

[BC+Be] [( CIR+EIR )+1] [oHB (n)]
-~ AR

In this case, an alternative method, again using 2 GCRAS could be defined. The
configuration of these 2 GCRAs s similar to the GCRA configuration in Example 2b in
Annex A of the ATM Forum UNI Specification, 1993; with the difference that the GCRA
inrelation to PCRg.1 isreplaced by GCRA in relation to SCRp+1 .

3. AtthelWF,in FRto ATM direction, aCDVT that includes the delay variation introduced
by the IWF and the FR network needsto be specified. At the B-ICI, in FRto ATM
direction, aCDVT that includes the delay variation introduced by the FR network, by the
IWF, and by the ATM network segment between the IWF and the B-ICI needsto be

. 1 .
specified. For example, CDVT vaue equd to PCRG mz?ly be appropriate for some
networks. The CDV T, value should be negotiated for a bilateral agreement between the
carriers.

For atypical connection (FR PV C) with variable size frames, networks can calculate PCRg+1,
CDVTo+1, SCRp, and MBSy, using atypical frame size, using a mean frame size, or using the
worst case scenario. If these values are expected to be used for traffic policing, then the worst case
values should be used.

This choice and the resulting values of ATM traffic parameters that characterize the FR traffic
should be decided by a bilateral agreement between the carriers.

The choice of Method 1 or Method 2, or avalue of PCRg.1 between the values given by Method 1
and Method 2 should a so be determined by a bilateral agreement between the carriers.

A.2 N-to-1 Mapping

For N-to-1 mapping, the following methods can be used to characterize FR traffic in terms of ATM
traffic conformance parameters.
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A.2.1 Method 1

This method is suitable only when the number of DLCIs multiplexed in aVCC islarge. This
method is based on the assumption that statistical multiplexing of traffic from several DLClswill
yield asmooth traffic that can be characterize by the PCR.

(o]
PCRo:; » QA [ C'R%? ] [oHB(M)]
All DLCIs

A smaller value of PCRg+1 can be negotiated between the carriers for a bilateral agreement. If all
DLClsmapped in aVCC are not expected to smultaneoudly transmit (receive) at [CIR + EIR], it is
reasonable to use a PCRy.; value smaller than that obtained from the above equation.

The determination of CDVT involves the same considerations as those for 1-to-1 mapping.

A.2.2 Method 2

This method provides characterization of N-to-1 mapped FR traffic in terms of PCR and SCR.

This method does not assume the traffic smoothing effect of statistical multiplexing, and
accommodates the worst case.

[]
a %? [oHAM)]

All Interfaces

PCRo+1

o]
a [PCR0+1 Calculated as per 1-to-1 Mapping Method 1]

All Interfaces

o]
SCRy = a %{ [oHB(N)]
All DLCIs

o)
= a [SCRO Calculated as per 1-to-1 Mapping Method 1]
All DLCls

MBS » A [Ze(—ix ) + 1] [oHB ()]

All DLCls 1-2AR
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[}
» a [ MBS, Calculated as per 1-to-1 Mapping Method 1]
All DLCIs

SCR; and MBS; can similarly be determined.
The determination of CDVT involves the same considerations as those for 1-to-1 mapping.

For typical connections (FR PV Cs) with variable size frames, networks can calculate PCRg+1,
CDVTo+1, SCRg, SCR1, MBSy, and MBS;, using atypical frame size, using a mean frame size,
or using the worst case scenario. If these values are expected to be used for traffic policing, then
the worst case values should be used.

This choice and the resulting values of ATM traffic parameters that characterize the FR traffic
should be decided by bilateral agreement between the carriers.
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APPENDIX B - Mandatory/Optional Status of BISUP Parameters

In the following table, each parameter isidentified as being Mandatory (M), Optional (O), or Not
Applicable (no entry) for each message. Message acronyms (e.g., IAM) are spelled out in full in
the Acronymslist.

Table B-1 Parametersof Each Message (Part 1)

Parameter M andatory/Optional
ACM | ANM |BLA [BLO |[CCE |CCEA |CCR |CCRA

AAL parameters ®)

Additional ATM cdll rate

AESA for called party

AESA for calling party

ATM cdl rate

Automatic congestion level

Broadband bearer capability

Broadband high layer information

Broadband low layer information 0

Cdled party'sindicators M

Cadled party number

Called party subaddress

Calling party number

Cdling party subaddress

Calling party's category

Carrier identification code

Causeindicators

Carrier selection information

Charge number

Connection element identifier

Consistency check result information M

Destination connection link identifier

Destination signaling identifier M M M M M M

Leaf party type

Originating line information

Origination connection link identifier

Origination signaling identifier M M M

QOutgoing facility identifier

Quality of service

Resource identifier M M

Transit network selection
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Table B-1 Parametersof Each Message (Part 2)

Parameter M andatory/Optional
CFN_[cPG |EXM |IAA [IAM [IAR | RAM | REL

AAL parameters

Additional ATM cell rate

AESA for called party

AESA for calling party

ATM cell rate

Automatic congestion level
Broadband bearer capability
Broadband high layer information
Broadband low layer information
Called party'sindicators 0
Called party number
Called party subaddress
Calling party number
Calling party subaddress
Calling party's category
Carrier identification code
Cause indicators M
Carrier selection information
Charge number

Connection element identifier ®)
Consistency check result information
Destination connection link identifier Notel Note3
Destination signaing identifier M M M M M M M

L eaf party type Noted
Originating line information O
Origination connection link identifier Note? | Note?2
Origination signaling identifier M M
Qutgoing facility identifier 0 0
Quality of service
Resource identifier

Transit network selection
Originating | SC point code

O|O|0] |OIZ|0|0|0IZ]| |O|0IZ]| [Z|Oo|o|o|o

ol|o] I

Note 1 - (IAM) This parameter is mandatory for the addition of anew leaf to an existing
connection. It is not applicable for point-to-point calls.

Note 2 - (IAM & IAA) This parameter is mandatory for the establishment of anew
connection link in a point-to-multipoint call. Itisnot applicable for point-to-point
calls.

Note 3 - (REL) This parameter is mandatory for the en-bloc release of call/connection
requested by the root party in a point-to-multipoint call. It isnot applicable for
point-to-point calls.

Note 4 - (IAM) This parameter is mandatory for point-to-multipoint calls. It isnot applicable
for point-to-point calls.
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Table B-1 Parametersof Each Message (Part 3)

Parameter M andatory/Optional
RLC [RSM | UBA |UBL

AAL parameters

Additional ATM cell rate

AESA for called party

AESA for calling party

ATM cdl rate

Automatic congestion level
Broadband bearer capability
Broadband high layer information
Broadband low layer information
Called party'sindicators

Called party number

Called party subaddress

Calling party number

Calling party subaddress

Calling party's category

Carrier identification code

Cause indicators ®)
Carrier selection information

Charge number

Connection element identifier
Consistency check result information
Destination connection link identifier
Destination signaing identifier M M
Leaf party type

Originating line information
QOrigination connection link identifier
Origination signaling identifier M M
QOutgoing facility identifier
Quality of service
Resource identifier M M
Transit network selection
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APPENDI X C - Illustration of Use of VPCI

C.1 Introduction

This Appendix identifies issues surrounding the use of the VPCI in signaling for SVC call setup
within Permanent Virtual Path Connections. A sample problem which raised the issues is captured
in Figure C1:

Figure C1 Merging Physical Facilities onto a Single Facility

Note: PF # refersto Physical Facility #.

If BSS1 has a Virtual Path Connection (VPC) over PF 1 and PF 3 to BSS3, and BSS2 hasaVPC
over PF 2 and PF 3 to BSS3, are the VPs merged over PF 3 into asingle VP? Also, how is
signaling for setting up SV Cs handled? If the signaling channel isVPI 0, VCI 5 for both PF 1 and
PF 2, are they merged in some way onto VPI 0, VCI 5 on PF 3? The answers can be found in the
ATM Forum UNI 3.1, B-ICI Version 2.0 specifications (Section 7.8), and Bellcore’s GR-1417-
CORE, "Broadband Switching System SS7 Requirements Using BISUP SS7 and ATM Protocols
for Broadband".

C.2 B-ISUP Signaling Links

There is some misconception in the industry that the signaling channel for avirtua path is aways
carried over VPCI 0, VCI 5. Infact, B-ICI signaling uses "signaling links" which can be carried
inany VPCI. VCI 5isreserved for signaling links, and each signaling link shall use this VCI
value. While each VPC shall be able to support asignaling link, the BSSis not required to have a
signaling link for each VPC since a signaling link can be used to transport signaling messages
associated with multiple VPCs.

The set of signaling links that directly interconnect two signaling points constitute a"signaling link
set". All signaling linksin asignaling link set must operate at the same speed.
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For the question posed above, signaling from BSS1 and BSS2 is not merged, but is kept in
distinct signaling link sets.

Routing of SS7 messagesis performed by the MTP layer. Routing of signaling messagesinvolves
selecting an outgoing signaling link from the signaling link set that will efficiently deliver a
signaling message to its proper destination node.

Additional requirements regarding transport of MTP level 3 user messages, support of Message
Sequencing procedures, and support of Load Sharing procedures are found in GR-1417-CORE.

Finally, merging VPsinto asingle VP is not allowed. VPs must be set up on a per switch pair
basis (see Figure C2).

C.3 Definition and Use of VPCI/VCI

When a BSS sets up acall to another BSS through aVirtual Path, it is necessary that the Virtua
Path be identified by the same value at both BSSs. Since an ATM VP can pass through an ATM
VP Crossconnect and the VP Crossconnect can perform atrandation of the VPIs, it is hecessary to
define another value, called a Virtual Path Connection Identifier (VPCI), which is unambiguous
and identical at both ends of a Virtual Path Connection, i.e., isunique for each pair of BSSs (see
B-ICl Version 2.0, Section 7.12). If no VP Crossconnect exists between the BSSs, then the VPI
and the VPCI can be the same.

Between the two BSSs each BSS is responsible for assigning bandwidth and the VPI/VCls for
about half of the VPCIs. For every VPCI it shall be defined which BSS controlsthe VPCI (i.e., is
the assigning switch). The default mechanism calls for the BSS with the higher signaling point
code to be the assigning switch for all even numbered VPCI values, and the other BSS be the
assigning switch for all odd numbered VPCI values.

For an outgoing call/connection, a BSS shall first attempt to use a VPCI which it controls. If it has
aVPCI that satisfies the CAC requirements, the BSS sends an Initial Address Message (IAM) over
asignaling channel inthe signaling link set. The IAM will contain the Connection Element
Identifier (CEI) parameter which, in turn, contains the VPCI/VCI valuesto be used. If the BSS
does not have a VPCI which it controls that satisfies the CAC requirements for the call or hasrun
out of VPCI/VCls, then the BSS sends the IAM without the CEl parameter. In this case, the far
end BSS will be expected to assign aVVPCI/VCI from the set of VPClsit controls.

The VPCI subfield (octets 1 and 2) of the CEI shall contain the VPCI code expressed in pure
binary. Bit 8 of octet 1 is most significant and Bit 1 of octet 2 isleast significant. The VCI sub-
field (octets 3 and 4) shall contain the VCI code expressed in pure binary. Bit 8 of octet 3 is most
significant and bit 1 of octet 4 isleast significant.

VCI values 0 to 31 are reserved by the ITU-T and shall not be assigned. (Refer to Section 2.5.2 of
GR-1113-CORE for the usage of VCI valuesin this reserved range.)

These concepts areillustrated in Figure C2.
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PC =22 VPCI =8

VPI=1

Cross Connect

BSS2 VPI=2

SPC = 89 VPCI =33
Figure C2 Illustration of VPCIs

In this figure, BSS1 has a physical facility to the VP Crossconnect; this facility contains a virtual
path with VPI = 1. In the VP Crossconnect, the cells in this virtual path will have their VPI
translated to VPI = 3 before being sent to BSS3. Also, BSS2 has a physical facility to the VP
Crossconnect; thisfacility contains avirtual path with VPl = 2. In the VP Crossconnect, cells with
this VPI are translated to VPI = 4 before being sent to BSS3 in the same physical facility that
carriescellswith VPl = 3.

In order to set up calls, VPCI 8 isassigned for the VPC using VPI 1 and VPI 3 between BSS1 and
BSS3, and VPCI 33 isassigned for the VPC using VPI 2 and VPI 4 between BSS2 and BSS3.
Note that in order to have unambiguous VPCIs, the facility that carries VPCI 8 between the cross-
connect and BSS3 cannot also have aVPCI 8 as part of a VPC between BSS2 and BSS3.
Similarly for VPCI 33.

Using the default procedure, the assigning switch for VPCI 8 is BSS3 (since the Signaling Point
Code for BSS3 is higher than that for BSS1 and the VPCI is even). The assigning switch for
VPCI 33 isaso BSS3 (since the Signaling Point Code for BSS3 is smaller than that for BSS2 and
the VPCI is odd). In both cases, the non-assigning switch does not assign but requests the
assigning switch to assign both VPCI/V CI and bandwidth. For example, in the above figure if
BSS2 wants to make aVVCC to BSS3 but has no VPCI/V Cls available which it controls, it would
send an IAM to BSS3 over asignaling link in the signaling link set; thisIAM would not contain a
CEIl parameter. BSS3 would then assign a VCI in a VPCI which it controls (say VPCI 33,
assuming sufficient bandwidth for the CAC) and return the VPCI/VCI (in the CEl) in an IAM
Acknowledge message (IAA).
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