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1. Introduction

This document complements the M4 network-element view functional requirements and protocol
independent MIB specification by providing a set of network-view managed entities which can be used to
manage the ATM network both at the VP-level and at the VC-level. The network-view is an aggregated
view of the ATM resources, thus providing added flexibility to manage the network.

The management interface requirements and logical MIB outlined in this document are intended to guide
the development of protocol-specific network management interface specificationsin the ATM Forum. The
purpose of defining alogical MIB isto provide acommon frame of reference for the development of
protocol-specific M1Bs, such as those based on CMIP, SNMP, or other protocols supporting various
Distributed Processing Environments (DPE), such as CORBA/IDL. The definition of protocol-specific
MIBs from a common logical MIB should facilitate their potential coexistence within a public carrier's
network.

The ATM Forum Management Interface Reference Architecture (shown in Figure 1-1) identified five
distinct management interfaces, labeled M1 through M5. The focus of this specification is on the
management interface labeled M4. The M4 interface has been defined by the ATM Forum as the interface
to manage public ATM networks. Thisinterface may be used to manage individual elements of the ATM
network as well as to manage them in aggregation (e.g. subnetworks). Since requirements and managed
entities to support the former have already been defined by the ATM Forum [2], the scope of this
specification is on requirements and logical MIB aspects needed to support the aggregated or "network
view."

Private Public M5 Public
Network Network | Network
Manager Manager Manager
End Private Public Public
User Private Network Network BICI Network

UNI

Figure1-1 The ATM Forum Management | nterface Reference Architecture

Section 2 of this specification provides afunctional description of the ATM network based on ITU-T
Recommendation 1.326 [1] (ATM network functional architecture description). Section 3 provides a
description of the ATM network management architecture. It shows what network management interfaces
between the network managers and the managed resources can be defined. Section 4 provides network-

! Note that service management (see Appendix B for definition) is beyond the scope of this
specification. This specification focuses on network management.
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view ATM management requirements for both the M4 network-view. Section 5 defines alogical model of
the information that needs to be managed across the M4 interface in support of ATM network-level
management. The control of these resources by the systems that manage them to perform the applications
specified previoudly are described as operations. Section 6 provides outline ensembles, i.e. network
management application scenarios for the most common network management configurations, both from an
architectural perspective (as described in Section 3) and from afunctional perspective (as described in
Sections 4 and 5). The requirements and logical MIB defined in this document will be used by the ATM
Forum when specifying the protocol-specific MIBs which will allow implementation of interoperable
networks and management systems.

1.1 Scope

This specification provides requirements on the network-view aspects of the M4 interface needed to
support ATM network management, i.e. the management of aggregates of Network Elements such as
subnetworks. It also relates the M4 network-view and the M4 NE-view to build coherent management
functions. Although it is architecturally permissible to offer NE-view only or network-view only
management services, it isto be kept in mind that the network-view isintended as an aggregate view to
provide additional value. In this sense, the network-view should not constitute an opaque obstacle for
reaching the NE; but it should be conceived as an organized way of seeking NE details, when needed.

This specification focuses on what is considered to be the initial functionality of ATM network view
management. It is understood that thisinitial set of functions, protocol-independent managed entities, and
profiles/ensembles will be enhanced in subsequent versions.

This document addresses the following functional areas of ATM network management:

Transport network configuration provisioning (including subnetwork provisioning, and link
provisioning)

Transport network connection management (including set-up/ reservation/ modification for
subnetwork connection, link connection, trails, and segments)

Network fault management (including correlation, localization, notification, for both
equipment and connections, and loopback testing)

Network performance management (including congestion monitoring, and connection and
segment monitoring)

Network accounting management

Network security management

Note that functional requirements, but no managed entities are provided for the following functionality in
the current specification:

any protection-switching, back-up functionality,
grouping of subnetwork, or link connections, or of trails,
multipoint capabilities,

routing constraints, except for topology,

segment handling,

scheduling or reservation,

performance monitoring

accounting

security.

This specification focuses on the interface functionality to manage the network, and does not provide
reguirements on the management systems themselves.
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1.2 Relevant Network Management Modeling Standards

Thisdocument complements the M4 Interface Requirements and Logical MIB, ATM Network-Element
View [3]. Inaddition, the following references are used:

1.2.1 IETF SNMP RFC

The main RFC of interest hereis RFC1695 [4].

1.2.2 ITU Network Management Modeling Recommendations

This specification takes inputs from the ITU-T G.85x series of Recommendations [5,6,7], although it does
not use the G.85x methodol ogy.

The reguirements defined in Section 4 are based on Recommendation G.852-01, the
enterprise viewpoint for connection management, specialized for ATM.

The Managed Entities and their relationships in Section 5 are based on Recommendation
G.853-01, the information view, speciaized for ATM.

The operations in Section 5 are based on Recommendation G.854-01, the computational
interfaces specification, specialized for ATM.

1.3 Definitions
This subsection provides for any specific definition needed in this document.

Broadband Inter-Carrier Interface (BICI):
An interface between two nodes in networks of two different carriers (Public network Operators).
Thisinterfaceis also labeled interNNI.

Broadband Inter-Switching System Interface (BISSI):
An interface between two nodes within the network of a single Public Network Operator.
Thisinterfaceis also labeled intraNNI.

Element Management Layer (EML):
An abstraction of the functions provided by systems which manage each network element on an
individual basis.

Element M anagement System (EMYS):
A management system, which provides functions at the Element Management Layer, and could
also include functions at the Network Management Layer.

Layer Network: See Appendix A

Link:
An entity that defines atopological relationship (including available transport bandwidth)
between two nodes in different subnetworks. Multiple links may exist between a pair of
subnetworks.

Link Connection:
A link connection (e.g. at the VP-level) is a connection capable of transferring information
transparently acrossalink. It is delineated by connection points at the boundary of the
subnetwork. See Appendix A for more details.

Management Domain:
An entity used in this document to define the scope of naming.

Managed System:
An entity which is managed by one or more management systems, which can be
either Element Management Systems, Subnetwork or Network Management Systems,
or any other management systems.
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Management System:
An entity which manages a set of managed systems, which can be either NEs, subnetworks, or
other management systems.

Network Element (NE):
A system that supports at least NEFs and may also support Operation System
Functions/Mediation Functions. An ATM NE may berealized as either a
standal one device or geographically distributed system. It cannot be further
decomposed into managed elements in the context of a given management function.

Network Element Function (NEF):
A function within an ATM entity that supports the ATM based network transport services, e.g.
multiplexing, cross-connection.

Network Element Layer (NEL):
An abstraction of functions related specifically to the technology, vendor, and the network
resources or network elements that provide basic communications services.

Network Management Layer (NML):
An abstraction of the functions provided by systems which manage network elements, as
individual entities and/or on a collective basis as subnetworks.

Network Management System (NMS):
An entity which implements functions at the Network Management Layer. It may also include
Element Management Layer functions. A Network Management System may manage one or
more other Network Management Systems.

NM S Environment:
A set of Network Management Systems (NMS) which cooperate to manage one or more
subnetworks.

Segment:
A link connection, subnetwork connection or tandem connection that involves Segment
OAM Cell insertion/termination as defined in 1.610.

Subnetwork:
A subnetwork is a network resource containing termination points which are available for
interconnection.

Subnetwork connection (SNC):
In the context of ATM, an entity that passes ATM cells transparently, i.e. without adding any
overhead. An SNC may be either a stand-alone SNC, or a concatenation of SNCs
and link connections.

Subnetwork Management System (subNM S):
A Network Management System, which is managing one or more subnetworks, and which is
managed by one or more Network Management Systems.

Trail:
An entity that transfers information provided by aclient layer network between access pointsin a
server layer network. The transported information can be monitored at the termination points.

User Parameter Control/Network Parameter Control (UPC/NPC):
A set of actions taken by the ATM NE to monitor and control traffic. Their main purposeisto
detect violations of negotiated traffic parameters and to take appropriate action.

User Network Interface (UNI)
An interface between two nodes, one belonging a user network, the other to a Public
Operator.

Relationship between nomenclatures of ITU-T Recommendations 1.326 [1], G.85x [4,6,7], 1.311[8], and
the M4 specifications;

M4 Network-View G.853-01 G.805 1.326 [.311

Trail Trail Trail Trail Connection
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Subnetwork Subnetwork Subnetwork Subnetwork Link
Connection Connection Connection Connection
Topological Link Link Link Link -
Link Connection Link Connection Link Link Connection Link
Connection
Tandem Tandem Tandem
Connection Connection Connection
Trail Termination Network Port Connection End
Point Trail Termination Point
Point
Subnetwork Subnetwork Subnetwork Subnetwork
Subnetwork TP Subnetwork TP Connecting Point
Connection Network Port Connecting Point
Termination Point Connection
Termination Point

Note 1: italicized entriesin the M4 column do not have full equivalence with the corresponding
recommendation.

Note 2: ITU-T Recommendation 1.610 [9] specifies a humber of mechanisms for the operation,
administration and maintenance of ATM networks. Some of the concepts and entities in the table above are
supported by or implemented by the mechanisms of 1.610 [9].

In particular:

"trail" (G.85x, G.805, 1.326) and "connection” (1.311) are related to the "end to end OAM
cell flow" of 1.610.

"subnetwork connection” (G.85x, G.805, 1.326) and "link" (1.311) are related to the
"segment OAM cell flow" of 1.610.

"link connection” (G.85x%, G.805, 1.326) and "link" (1.311) are related to the "segment
OAM cell flow" of 1.610.

"tandem connection” (G.85x, G.805, 1.326) isrelated to the "segment OAM cell flow" of
1.610.

In any given network, a segment OAM cell flow only relates to one of the above concepts or entities, if that
segment coincides with the topology modeled by the concept or entity.

Note 3: "Link" was used in the M4 NE-view requirements and logical MIB [3], as alink between two
network elements, according to 1.311 [9], which is equivalent to a"link connection” in 1.326 [1]/G.805 [2]
language. Here, a"link" is used as alink between two subnetworks, as defined in 1.326 [1]/G.805 [2].

2. Transport Network Architecture Framework

The requirements and protocol-independent MIB, specified in Sections 4 and 5 respectively, have been
defined to support the network architecture model defined in ITU-T Recommendation 1.326 [1] and G.805
[2]. An understanding of the architectural concepts is therefore key to reading this document. Relevant
excerpts from the above recommendations are provided in Appendix A.

The ATM transport network is made of topological components describing the network itself, and of
transport entities describing the functions used to support the services carried by the network. The
topological components are the layer networks such as VP and V C networks, subnetworks, links between
subnetworks, and ports. Adaptation and termination functions assure interworking between layer networks.

10
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subnetworks can be recursively divided into subnetworks and links. The transport entities are trail,
subnetwork connections, and link connections. Figure 2-1 depicts the relationships between components
and entities.

VC Layer

VCSNC vCLe VCSNC

VC SN #1

Ad i )
aptation VP Trail v

Termination

VP SN #1.1

SN: SubNetwork
SNC: SubNetwork Connection
LC: Link Connection

Figure2-1: Functional Representation of a Subnetwork Connection

The M4 Network View transport network architecture framework supports the decomposition of the
network into a number of independent layer networks with a client/server relationship between adjacent
layer networks. It also supports the possibility of merging the ATM VP functions and the ATM VC
functionsinto asingle ATM layer network, and generate, transport and terminate VPs and VCs asasingle
characteristic information, and the possibility of decomposing the ATM VP functions and the ATM VC
functionsinto separate layer networks with a client/server relationship between them, and generate,
transport and terminate ATM VCs and VPs separately. This choice is independent of the selection of a
given network management physical implementation as described in the next section. In the second case,
the M4 Network View supports the ability for each layer network to be described separately, and support
the independent management of each layer. Last, the M4 Network View architecture supports controlling
or modifying aVC layer network or a VP layer network without affecting each other from the architectural
viewpoint.

Appendix A provides for adefinition of these entities.

3. Network Management Architecture Framework

The purpose of this section is to show the logical architecture and corresponding physical configuration
examples of the M4 interface, and to show the relationship between the M4 network-view and the M4 NE-
view [3].

The M4 interface has been specified using two views. The Network Element view is concerned with
managing individual ATM NEs. The network view is concerned with managing aggregate NES as one or
more subnetworks. This document specifies the requirements and logical MIB for the network view. The
logical architecture for the M4 network view is shown in Figure 3-1.

11
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network

management
function

Subordinate

Figure 3-1: M4 Network-View Logical Architecture

The figure above depicts a network management function using the network view to communicate with a
subordinate network management function. For completeness, the figure also shows the NE view between
the subnetwork management function and the element management function. For any particular network
management application, managed entities from either the network or the network-element view can be
used together. It is the purpose of the ensembles defined in Section 6 to specify the selection of the
managed entities required to perform a particular application function and thus to assure interoperability.
Note that both network management functions shown above are part of the network management layer
(see Appendix B).

For the purpose of operating on managed entities specified in the network view, the network management
function acts in the manager role, and the subordinate network management function acts in the agent role.
This manager/agent relationship does not imply the use of any specific management protocol.

The M4 logical architecture may be implemented in many ways. An implementation may use managed
entities from the network view, the network element view, or both. Thisisillustrated in Figure 3-2.

12
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Managing System
Environment

/\

M4 Interface

—\ and/or » /

Managed System

~N—1 Environment
\)
ATM Network
\ View
ATM NE Mgt. Communications
ATM Network Level Mgt. Communications ATM NE
View

Figure 3-2: Dual Viewsof the M4 Interface

Figure 3-3 shows examples of implementing the network view and network element view between
individual management systems.

+ nv + nv +nv .I_nv

+
Network Managemen Network Managemen Network Managemen Network Managemen
Syst Syst Syst Syst
ystem Management ystem ystem ystem
(NML-only) (NML-only ) (NML-only) (NML-only)
System
4 _ev (NML & EML) =|= nv = nv+ev =Z=nv
Element Element
Element
Net CEl ; Management Systen] | Management Systen]
Management System etwor| emen
° Y (NML & EML) (NML & EML)
(NML & EML & NEL)

(EML-only)
_I_e'\/ o 7Le\/__ev¥ev i x‘e\/

Network Element Network Element NE NE NE NE NE
(NEL-only) (NEL)| | (NEL) (NEL) (NEL) (NEL)

(NEL-only)

Figure 3-3-a: hierarchical examples
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nv (hierarchical nv (hierarchical) +ev

nv (hierarchical)

Subnetwork

Management System

(NML-only device)

Subnetwork Subnetwork

Management System
(NML-only device)

Management System

(NML & EML device)

DI

NE NE NE
(NEL) (NEL)

ev: element view —
nv: network view —

Figure 3-3-b: hierarchical and non-hierarchical examples

Figure 3-3: Physical Realization Examples of
a Multi-layer Network Management Architecture

The ATM NE management interface requirements defined in [3] focus on EML-to-NEL and NML-to-EML
interactions needed to support ATM NE management, where an ATM NE may be realized as either a
stand-alone device or geographically distributed system. With respect to Figure 3-3, the requirements
defined in [3] are relevant to ATM NEs supporting either NEL functions or a combination of NEL and

EML functions as well as to the system(s) that manage them.

The ATM network management interface requirements defined in this specification focus on NML-to-
NML interactions needed to support ATM subnetwork management. With respect to Figure 3-3, the
requirements defined here are relevant to ATM NEs, Element Management Systems, or Network
Management Systems supporting NML functions as well as to the system(s) that manage them.

To support the multiple architectures described in Figure 3-3, the ATM NE-view and the ATM network-
view MIBs can be combined in multiple fashions:

3.1 NE-View Management Architecture Example:

In the NE-level Management Architecture (see Figure 3-1-1), the Network Management System (NMS)
Environment (typically composed of one or more interconnected management systems) directly interfaces
tothe ATM NEs it manages. Note that the term "ATM NE" is used in the abstract sense, since it is possible
that the actual interface terminates on a supplier-provided element management system, which manages
one or more subtending NEs on an individual basis. When applied in this fashion, only the"ATM NE
View" is exposed across the M4 interface.

14
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NMS
Environment

/////:;;;7;R§::::\\\\\\ M4 Interface
// \ (ATM NE View Only)

ATM ATM ATM ATM ATM
NE NE NE NE NE

Figure 3-1-1: NE-View Management Architecture

3.2 Network-View Management Architecture Example:

In the Network-L evel Management Architecture (see Figure 3-2-1), the NM S Environment interfaces to a
set of subtending subnetwork Management System (SUbNMS) which, in turn, interfaces to the ATM NEs
within its span of control. In this architecture, the NMS Environment delegates the responsibility of
managing the individual ATM NEs to the SUbNM Ss, and only manages the ATM subnetworks as presented
by the SUDNMSs. Thus the SUbNM S exposes only a subnetwork (or network) view to the NMS
Environment. In this architecture, the M4 Interface would apply in two locations: the first location would
be between the NM S Environment and the SUbNM Ss, and the second location would be between the
SubNMSs and the ATM NEs. Note that the M4 Interface between the NM S Environment and the

SubNM Ss would be required to expose an "ATM Network View" only, while the M4 Interface between the
SubNMS and the ATM NEswould expose an "ATM NE View" only. The use of a Multi-Supplier
subnetwork in the Network-Level Management Architecture requires alignment between the M4 ATM
Network view and the M4 ATM NE view to implement the functionality requested by an NM S
Environment using only the M4 ATM Network View and in turn communicate with multi-supplier ATM
NEs using only the M4 ATM NE view. Thisrequirement isimposed jointly on both the ATM Network
and the ATM NE views of the M4 interface.

NMS
Environment

M4 Interface
(ATM Network View Only)

M4 Interface
(ATM NE View Only)

| _|AT™M
NE NE NE

Multi-Supplier Subnetwork Single-Supplier Subnetwork

Figure 3-2-1: Example of Network-View M anagement Physical Configuration

15
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3.3 NE+Network-Level Management Architecture Example:

The NE+Network-Level Management Architecture (see Figure 3-3-1) is similar to the Network-Level
Management Architecture except that the M4 Interface between the NM S Environment and the SUbNM Ss
also exposesan "ATM NE View". In this architecture, the NMS has the option to view and manage the
ATM network by performing operations on the subnetwork as awhole or by performing operations on
select ATM NEs. One could imagine that, for certain NM S applications, a single-entity subnetwork view
would be sufficient, while for other applications a detailed view of each ATM NE comprising the
subnetwork as well as their interconnections would be desirable.

NMS
Environment

M4 Interface
(ATM Network View)

M4 Interface

(ATM Network View) »

P m—

M4 Interface
(ATM NE View)

M4 Interface
(ATM NE View Only)

Multi-Supplier Subnetwork Single-Supplier Subnetwork

Figure 3-3-1: Example of NE+Network-L evel Management Physical Configuration

3.4 Distributed Management Architecture Examples:

The management functions may be distributed across multiple subnetwork management systems. In such a
case, an M4 network-view interface is needed to exchange the necessary information between the different
network management systems. Asafirst example, a connection may span over two subnetworks, and both
management systems are peers (see Figure 3-4-1). It is an evolution from the previous examples, which
assumed always a hierarchical approach. To show that both peer-to-peer architectures and hierarchical
architectures can be used together, in the second example of this subsection (see Figure 3-4-2), two

network management systems, performing different functions (e.g. one is performing connection set-up and
the other connection restoration), manage the same network resources, themselves managed by subnetwork
management systems (SUbNMS). In this example, the two subNM Ss are still peer.

M4 Interface
(ATM Network View)

16
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Figure 3-4-1: Example of Non-hierarchical Management Physical Configuration

NMS NMS
Environment 1 Environment 2

M4 Interface
(ATM Network View)

M4 Interface  ———jpm
(ATM Network View)

¢—— M4 Interface
(ATM Network View)

M4 Interface
(ATM Network View)

Figure 3-4-2: Example of Multi-M anager M anagement Physical Configuration

4, ATM Network Management Functions

This section provides a set of requirements to manage ATM networks. These functional requirements ask
for information from the network-view, and some may require information from the NE-view . Thisis not
an exhaustive list of functions, but it intends to be sufficient to identify an adequate set of managed entities
to manage an ATM network.

The functional requirements defined in this section are intended capabilities provided by the Network
Management Layer to address the different perspectives of network providers, service providers and
customers, each of whom need service management and/or network management capabilities. The
management systems serving these users may have peer or hierarchical relationships. Not al information
needs to be provided to all users.

Each requirement in this section is prefixed by a unique identifier structured as follows:
(O/R-sect)-aa-n
O/R - defines the requirement as mandatory (R) or Optional (O);
sect - indicates the section number in which the requirements appears;
aa - indicates the functional category of the requirement: configuration (cm ), fault (fm),

security (sm), performance (pm);
n - provides a unique number within the section.

4.1 Transport Network Configuration Management

4.1.1 Transport Network Provisioning/Layered Network Provisioning

17
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4.1.1.1 Subnetwork Provisioning

In the first phase of this specification, it is assumed that a subnetwork is created automatically at the
installation of the network or subnetwork management system which is going to manage it. Adding or
removing a subnetwork is not precluded, but is not supported in this phase of the specification.

For each subnetwork in alayer network:

(R-4.1.1.1)-cm -1: The M4 interface shall support requests to provide information on the components of
the addressed subnetwork.

(R-4.1.1.1)-cm -2: The M4 interface shall support autonomous natification of the existence or
provisioning of subnetworks.

(R-4.1.1.1)-cm -3: The M4 interface shall support autonomous natifications of recent changesin the
configuration of the subnetwork. This information includes relationships with other transport resources.

(R-4.1.1.1)-cm -4: The M4 interface shall support requests about the current configuration of the
components of the subnetwork, which are visible over the M4 interface. Thisinformation may be necessary
to understand the capabilities of the subnetwork, and for fault isolation.

(R-4.1.1.1)-cm -5: The M4 interface shall provide enough retrievable information so that a higher-level
management system can derive the subnetwork topology (subnetworks or NEs, and links).

(R-4.1.1.1)-cm -6: The M4 interface shall support requests to read and write an organization-specific label
for the subnetwork.

(R-4.1.1.1)-cm -7: The M4 interface shall allow a subnetwork to be created with or without termination
points.

(R-4.1.1.1)-cm -8: The M4 interface shall allow atransport resource to be shared among several
subnetworks.

(R-4.1.1.1)-CM -9: A subnetwork is a network resource which consists of available termination points or
of groups of potentia or existing termination points which are available for interconnection. The M4
network-view interface shall permit a subnetwork to be provisioned with or without an initial set of
termination points. The M4 interface shall also permit the assignment and rel ease of termination points
from an existing subnetwork.

(R-4.1.1.1)-CM -9: A termination point representing an actual resource can be a member of more than one
subnetwork. Where thisis the case, a unique subnetwork termination point shall be provisioned for each
occurrence with a relationship to the underlying network termination point which it represents.

4.1.1.2Link
Provisioning

The M4 network-view supports network management reguests to set-up, modify, and release subnetwork
links. Following the request for alink from the management system, the network will carry out resource
assignment, connection activation, modification, reconfiguration and release. The regquirements below
support that functionality.

ATM Link:
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(R-4.1.1.2)-cm -1: The M4 interface shall support requests to set-up an ATM link between two
subnetworks. In order to establish a ATM link, the management system shall supply the following
information:

1. the two end-points to link, specified as the identity of the supporting ATM Interface termination
points, in each subnetwork
2. the provisioned bandwidth, i.e. the bandwidth allocated to the link

Asshown in Appendix A, link and link connectionsin the client layer are supported by trailsin the server
layer. Note that one or more links can be configured from the underlying trail in the server network.

(R-4.1.1.2)-cm -2: The M4 interface shall support requests to modify the provisioned bandwidth of an
ATM link between two subnetworks.

(R-4.1.1.2)-cm -3: The M4 interface shall support requests to release existing ATM links between
component subnetworksin a ATM composite subnetwork (i.e. a subnetwork which can be decomposed in
component subnetworks) and rel ease the resources (e.g., bandwidth) assigned to the link.

(R-4.1.1.2)-cm -4 : The M4 interface shall support requests to retrieve the provisioned and the available
bandwidth of a ATM link.

4.1.1.3 Transport Path Provisioning:

FFS

4.1.2 Subnetwork Connection Management

The M4 network-view managed entities supports subnetwork management regquests to set-up, reserve,
release, and cancel reservation of subnetwork connections, link connections, trails, and segments.

The M4 network-view managed entities supports subnetwork management requests to modify subnetwork
connections, trails, and link connections.

Following the request for a network connection from the network management system, the subnetwork will
carry out resource assignment, connection activation, modification, reconfiguration and release. The
requirements below support that functionality.

Note that there are two implementation options for setting up permanent network connections (PVCsat VP
or VC level) over the M4 interface; oneis to set-up a subnetwork connection between end-points of a
subnetwork, using the M4 network view, another isto build-up the connection piece-by-piece, setting-up a
connection at each NE, using the M4 NE-view. This section deals with the first option because it addresses
the network view. Refer to [3] for the second one. Note that it is possible to set-up a subnetwork
connection, under the control of a single subnetwork manager, through a single command, creating the
necessary connection termination points and the associated subnetwork connections. Depending of the
network management architecture selected, either option or both may be supported.

(R-4.1.2)-cm -1 : The M4 interface shall support requests to schedule the reservation, cancellation,
activation or deactivation of subnetwork connections.

(R-4.1.2)-cm -2 : The M4 interface shall support requests to retrieve the following configuration data
associated with currently configured VP and V C termination pointsin the ATM subnetwork:

1. TheATM Interface Supporting the VP or VC being Terminated
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VPI and/or VCI Value

Ingress and Egress Peak Cell Rate for CLP=0 and CLP=0+1 Traffic

Ingress and Egress Sustainable Cell Rate for CLP=0 and CLP=0+1 Traffic
Ingress and Egress Maximum Burst Tolerance for CLP=0 and CLP=0+1 Traffic
Ingress and Egress CDV Tolerance for CLP=0 and CLP=0+1 Traffic

Ingress and Egress QOS class

N O oN

4.1.2.1 Connection Set-Up

4.1.2.1.1 Subnetwork Connection

All the requirements below apply to the M4 network-view managed entities. The subnetwork connection
set-up involves arequester (e.g. the network management system), a provider (e.g. the subnetwork
connection management service in a subnetwork management system), ports (here the VP or VC endpoints
in the subnetwork), and the subnetwork for which the subnetwork management system is defined. The M4
network-view managed entities shall support point-to-point connections, and all types of multipoint
connections. However, this does not imply that an actual implementation shall support al types of
multipoint connections. As an example, ininitia implementations, multicast connections are seen to have
the highest priority. The protocol-specific MIBs derived from these requirements shall support profiling of
the multipoint connection capability.

Point-to-point connection set-up:

(R-4.1.2.1.1)-cm -1: The M4 interface shall support requests to set-up a VP/V C subnetwork connection
within a network from any end-point to any end-point in a subnetwork. Provided with each subnetwork
connection request, shall be the following information:

1 Each end-point to connect, specified as (a) or (c) for VP connection, and (b) or (d) for VC
connection:
a the VPI value of a VP termination within a specific ATM Interface
b. the VCI value of aVC termination within a specific VPC
C. the identity of the supporting ATM interface termination point
(the subnetwork connection management service selects the VPI value within the
ATM Interface)
d. the identity of the supporting VPC termination point
(the subnetwork connection management service selects the VCI value
within the VPC)
the identity of the VP connection
or the identity of the VC connection
Ingress and Egress Peak Cell Rate for CLP=0 and CLP=0+1 Traffic
Ingress and Egress Sustained Cell Rate for CLP=0 and CLP=0+1 Traffic
Ingress and Egress Maximum Burst Tolerance for CLP=0 and CLP=0+1 Traffic
Ingress and Egress Implicit CDV Tolerance for CLP=0 and CLP=0+1 Traffic
Ingress and Egress QOS class

N Ok~ WN

(R-4.1.2.1.1)-cm -2 For the case of point-to-point subnetwork connection establishment, the M4 interface

shall supply the following information:

1 aunigue connection identifier. The M4 interface shall permit the provider to inform the requester
that the connection identifier is unique in the context of the provider and requester for the duration
of the connection.

2. the endpoints of the connection.

(R-4.1.2.1.1)-cm -3 : The M4 interface shall provide the reason for rejection, in case arequest is rejected.

20



af-nm-0058.000

(R-4.1.2.1.1)-cm -4 : The M4 interface shall specifically indicate if the request was rejected because of the
VC or VP endpoints were already in use.

(R-4.1.2.1.1)-cm -5 : The M4 interface shall support requests to retrieve the list of active (PVC)
subnetwork connections of a subnetwork and the state of the subnetwork connections.

(R-4.1.2.1.1)-cm -6: The M4 interface shall support requests to group subnetwork connections according to

user defined criteria. Connection may be grouped according to criteria other than their source or destination
2

(0-4.1.2.1.1)-cm -1: The M4 interface should support requests to reserve, set-up or release connection
groups.

(R-4.1.2.1.1)-cm -7: The M4 interface shall support requests to set up or modify an ATM connection (VP
or VC) between any two pointsin a network, whether they are under direct control of the Network
Management System or indirect control via a subnetwork management system or an Element Management
System.

(R-4.1.2.1.1)-cm -8: The M4 interface shall support requests to assign and retrieve an administrative field
which provides a user identifier/label (master connection name) for each connection built across the
network. Thisidentifier/label providesaninterna carrier-specific administrative handle (circuit ID) for
human use. Under these conditions, the M4 interface shall allow the requester and provider to use the user
identifier/label as the unique subnetwork connection identifier when communicating. The specific
administration may leave the field blank or follow administration-specific rules in naming the connection.

(0-4.1.2.1.1)-cm -2: The M4 interface should support requests to assign and retrieve an administrative
field which provides a master connection name for each connection end-point at the edge of the network.
Thisfield identifies the administrative name used by the adjacent carrier.

(R-4.1.2.1.1)-cm -9: The M4 interface shall be able to support an administrative field which identifies
ownership of aparticular connection. This ownership field can be used for administration specific use such
as customer, organization , department or people names. Thisfield isuseful for associating multipletrails
or connections for a particular organization.

(0-4.1.2.1.1)-cm -3 : The M4 interface should support requests to configure specific VP or VC
subnetwork connections as "recoverable” or "not-recoverable.”

(R-4.1.2.1.1)-cm -10: The M4 interface shall support requests to configure specific VP or VC subnetwork
connections as "restorable” or "not-restorable."

(R-4.1.2.1.1)-cm -11: The M4 interface shall support requests to lock and unlock the switching of ATM
cells through a point-to-point subnetwork connection. Locking a connection servesto inhibit ATM cell
flow while continuing to maintain the subnetwork connection established between the two VP or VC
connection termination points.

(R-4.1.2.1.1)-cm -12: The M4 interface shall support requests to individually inhibit/allow (lock/unlock)
the flow of ATM cells to and from each VP or VC termination of a multipoint subnetwork connection.

> Example of the user criteriawhich may be used are: route, timing of connection establishment,
timing of connection release, and usage of a particular link. The connection management service
isonly responsible to provide the capability to identify connections as members of agroup, but it
is not required to process the grouping criteria. Note also that grouping is for further study, and is
not addressed in the protocol-independent MIB.
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(R-4.1.2.1.1)-cm -13: The M4 interface shall support requests to retrieve the subnetwork connection route,
e.g. theidentifiers of the set of network elements and interfaces that an individual subnetwork connection
uses across the network, or of the set of subnetwork connections and link connections making up the
subnetwork connection.

(0-4.1.2.1.1)-cm -4 : The M4 interface should support requests to specify, in the set-up request, route
selection criteria, such as preferred route, or physical separation of routes (e.g. end-to-end based,
subnetwork-based, connection-based).

Multipoint Connection Set-up:

Note that multipoint connections are not currently supported by the managed entities defined in Section 5.
The definition of the necessary managed entities is FFS. These managed entities shall be consistent with
1.326 definitions [1].

(R-4.1.2.1.1)-cm -14: The M4 interface shall support requests to establish multipoint VP and VC
subnetwork connections from endpoints to endpointsin a subnetwork. Provided with each multipoint
subnetwork connection request shall be the following information:

1 Multipoint Connection Type (multicast, merge, multicast/merge, full multipoint)

2. Primary VP or VC Termination Point
For broadcast, merge, and multicast/merge connection types, this parameter identifies
the VP or VC termination point that generates traffic to be broadcasted
and/or receives traffic that has been merged. This parameter shall be set to NULL for full
multipoint connection types. The same options as for
the point-to-point connection shall be available.

3. Traffic Descriptors and QOS Class of the Primary Termination Point (if one exists).
The same options as for the point-to-point connection shall be available.
4, Common VP or VC Termination Points

This parameter identifies all VP or VC termination points involved in the multipoint
connection except the primary VP or V C termination point. The same options as for
the point-to-point connection shall be available.
5. Traffic Descriptors and QOS Class for each Common Termination Point. The
same options as for the point-to-point connection shall be available.

(R-4.1.2.1.1)-cm -15: The request shall be considered as successful by the provider if at least one of the
legs of amultipoint connection is established.

(R-4.1.2.1.1)-cm -16: The provider shall assure that aleg of a multipoint connection cannot be set-up if the
endpoint of the potential leg is already in use by another subnetwork connection.

(R-4.1.2.1.1)-cm -17: For the case of multipoint subnetwork connection establishment, the M4 interface
shall supply the following information:

1 a unique multipoint connection identifier

2. the list of the endpoints of the connection which were set-up
3. an unique identifier for each leg established

4, alist of the endpoints which were not setup, if any

4.1.2.1.2 Link Connection Set-Up

All the requirement below apply to the M4 network-view managed entities. The link connection set-up
involves arequester (e.g. a network management system), a provider (e.g. the link connection management
service in a subnetwork management system), ports (here the VP or VC endpoints in the subnetwork), and
the subnetwork for which the subnetwork management system is defined. Note that a point-to-multipoint
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link connection cannot be set-up and that no link may be set-up within a subnetwork which cannot be
decomposed.

(R-4.1.2.1.2)-cm -1: The M4 interface shall support requests to set-up a VP/V C link connection between
two subnetworks over an ATM link. Provided with each link connection request, shall be the following
information:

1 Each end-point to connect, specified as (a) or (c) or (e) or (f) for VP connection, and (b) or
(d) or (e) or (f) for VC connection:
a the VPI value of a VP termination within a specific ATM Interface, which shall be the
same for each end

b. the VCI value of aV C termination within a specific VPC, which shall be the same for
both ends
C. the identity of the supporting ATM Interface termination point with each

subnetwork (the link connection management service selects the VPI value
within the ATM Interface)

d. the identity of the supporting VPC termination point within each subnetwork
(the link connection management service selects the VPI value within the
ATM Interface)

e the ATM link. In this case, the link connection service selects the VPI or
VCI value within the ATM interface.
f. the identity of the subnetworks to be connected. In this case, the link connection

management service will select which ever ATM link satisfies the request
Ingress and Egress Peak Cell Rate for CLP=0 and CLP=0+1 Traffic

Ingress and Egress Sustained Cell Rate for CLP=0 and CLP=0+1 Traffic
Ingress and Egress Maximum Burst Tolerance for CLP=0 and CLP=0+1 Traffic
Ingress and Egress Implicit CDV Tolerance for CLP=0 and CLP=0+1 Traffic
Ingress and Egress QOS class

oukwd

(R-4.1.2.1.2)-cm -2 : For the case of link connection establishment, the M4 interface shall supply the
following information;

1 aunigue link connection identifier
2. the endpoints of the link connection which were set-up
3. the link that contain the connection

(R-4.1.2.1.2)-cm -3 : The M4 interface shall provide the reason for rejection, in case arequest is rejected.

(R-4.1.2.1.2)-cm -4 : The M4 interface shall specifically indicate if the request was rejected because of the
VC or VP endpoints was already in use.

(0-4.1.2.1.2)-cm -1 : The M4 interface should support requests to reserve, set-up or rel ease connection
groups.

(R-4.1.2.1.2)-cm -5 : The M4 interface shall support requests to assign and retrieve alink connection label
for each VP-level or VC-level link connection. This link connection label provides alinking mechanism to
higher level service management functions. This label shall be alphanumeric with the specific naming and
formatting scheme left up to the individual network operator.

(R-4.1.2.1.2)-cm -6 : The M4 interface shall support requests to assign and retrieve an external link
connection label for each VP-level or VC-level link connection. Thisis useful when a customer link
connection, either at the VP- or at the VC-level, traverses multiple carrier networks and one carrier needsto
know how the next carrier identifies the connection. Thislabel shall exist for each end of the link
connection.

23



af-nm-0058.000

(R-4.1.2.1.2)-cm -7 : The M4 interface shall support requests to assign and retrieve a customer label for
each VP-level or VC-level link connection. This link connection label allows the network operator to
quickly know which customer(s) is affected by a change in the link connection. This customer label
provides a linking mechanism to higher-level service management functions. There should be a customer
for each network end-point of a connection. In most cases, the customer label will be the same for all
termination points of a connection. However, there are cases where a connection connects two different
customers.

(R-4.1.2.1.2)-cm -8 : The M4 interface shall support requests to lock and unlock the switching of ATM
cells through alink connection. Locking an ATM connection serves to inhibit ATM cell flow while
continuing to maintain the link connection established between the two VP or VC connection termination
points.

(R-4.1.2.1.2)-cm -9 : The M4 network-view managed entities supporting the layered architecture
described in Section 2, shall support the identification of atrail (or its corresponding
managed entities) in aserver layer that support agiven link connection in the client layer.

4.1.2.1.3 Segment Set-Up

All the requirement below apply to the M4 network-view managed entities. The segment set-up involves a
requester (e.g. the network management system), a provider (e.g. the segment management servicein a
subnetwork management system), ports (here the VP or VC endpoints in the subnetwork), and a
subnetwork.

(R-4.1.2.1.3)-cm -1: The M4 interface shall support requests to configure and reconfigure active VP and
V C termination points at the edges of a subnetwork as a segment end-point. This requirement may be
fulfilled by using the NE-view managed entities.

(R-4.1.2.1.3)-cm -2: The M4 interface shall support requests to retrieve the data stored in the ATM
subnetwork that identifies whether aparticular VP or VC termination point has or has not been configured
as a segment end-point. This requirement may be fulfilled by using the NE-view managed entities.

(R-4.1.2.1.3)-cm -3 : The M4 interface shall provide the reason for rejection, in case arequest is rejected.

4.1.2.1.4 Trail Set-Up:

The M4 interface shall support requests for ATM-trails by making associations between the trail
terminations. The Trail Setup request shall be decomposed into subnetwork connections and link
connections by the server NMS. The creation of the components of the trail may be done as a part of trail
set up or they may have been created before. When a part of the ATM-trail spans across administrative
domains, the NM S federates this part of trail to the neighboring domain as a subnetwork connection
request. The Trail Setup request shall contain the same information as for the subnetwork connection
request.

(R-4.1.2.1.4)-cm -2: The M4 interface shall support requests to configure and reconfigure VP and VC
connection termination points as ATM-trail termination points and to associate trail termination functions
to them.

(R-4.1.2.1.4)-cm -3: The M4 interface shall supply the following information
after a successful trail establishment:

1 aunique trail identifier
2. the endpoints of the trail, if not assigned but the user
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(R-4.1.2.1.4)-cm -4: The M4 interface shall support requests to lock and unlock the transport of ATM cells
through the trail.

4.1.2.2 Connection Modification

(R-4.1.2.2)-cm -1: The M4 interface shall support requests to modify the reservation, cancellation,
activation or deactivation schedule.

subnetwor k Connection:

(R-4.1.2.2)-cm -2 : The M4 interface shall support requests to modify aVP/V C subnetwork connection
within a subnetwork. Provided with each subnetwork connection modification request, shall be the
following information:
1. Each connection to modify, specified as (a) or (c) for VP connection, and (b) or (d) for VC
connection:
a) the VP! value of a VP termination within a specific ATM Interface for one end
b) the VCI value of aVC termination within a specific VPC for one end
¢) the identity of the VP connection
d) the identity of the VC connection
Ingress and Egress Peak Cell Rate for CLP=0 and CLP=0+1 Traffic
Ingress and Egress Sustained Cell Rate for CLP=0 and CLP=0+1 Traffic
Ingress and Egress Maximum Burst Tolerance for CLP=0 and CLP=0+1 Traffic
Ingress and Egress Implicit CDV Tolerance for CLP=0 and CLP=0+1 Traffic
Ingress and Egress QOS class

ok whN

(R-4.1.2.2)-cm -3 : The M4 interface shall provide the reason for rejection, if the request is rejected.

(R-4.1.2.2)-cm -4 : The M4 interface shall support requests to add/remove VP or VC terminationsg/leg of a
multipoint subnetwork connection.

(R-4.1.2.2)-cm -5 : The subnetwork connect management service shall consider the request to be
successful if at least one of the legsis added or removed.

(R-4.1.2.2)-cm -6 : The subnetwork connection management service shall assure that aleg of a multipoint
connection cannot be added if the endpoint of a potential legisin use.

(R-4.1.2.2)-cm -7 : In case of multipoint connection modification, the M4 interface shall supply the
following information:

1 a unique connection identifier

2. the list of the endpoints of the connection which were added or removed
3. an identifier for each leg which was added or removed

4. alist of the endpoints which were not added or removed, if any

Link Connection:

(R-4.1.2.2)-cm -8 : The M4 interface shall support requests to modify aVP/VC link connection. Provided
with each link connection modification request, shall be the following information:
1. Eachlink connection to modify, specified as (a) or (c) for VP connection, and (b) or (d) for VC
connection:
a) the VPI value of a VP termination within a specific ATM Interface for one end
b) the VCI value of a V C termination within a specific VPC for one end
¢) theidentity of the VP link connection
d) the identity of the VC connection
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Ingress and Egress Peak Cell Rate for CLP=0 and CLP=0+1 Traffic

Ingress and Egress Sustained Cell Rate for CLP=0 and CLP=0+1 Traffic
Ingress and Egress Maximum Burst Tolerance for CLP=0 and CLP=0+1 Traffic
Ingress and Egress Implicit CDV Tolerance for CLP=0 and CLP=0+1 Traffic
Ingress and Egress QOS class

oukwd

(R-4.1.2.2)-cm -9 : The M4 interface shall provide the reason for rejection, in case arequest is rejected.
Trail:

(R-4.1.2.2)-cm -10: The M4 interface shall support requests to modify the trail within the layer network
with the same functionality as for subnetwork connections, i.e. modification of reservation, activation and
deactivation schedule, bandwidth and end-points.

4.1.2.3 Connection
Release

subnetwork Connections:

(R-4.1.2.3)-cm -1 : The M4 interface shall support requests to release existing subnetwork connections
and rel ease the resources (e.g., bandwidth) assigned to the individual subnetwork connection at any time.
The connection shall be explicitly identified.

(R-4.1.2.3)-cm -2 : The M4 interface shall be support requests to release al existing subnetwork
connections and release the resources (e.g., bandwidth) assigned to a multipoint subnetwork connection.
The connection shall be explicitly identified.

(R-4.1.2.3)-cm -3 : In case of connection release, the M4 interface shall supply the identity of the
connection released.

(R-4.1.2.3)-cm -4 : The M4 interface shall provide the reason for rejection, in case arelease request is
rejected.

Link Connections:

(R-4.1.2.3)-cm -5 : The M4 interface shall be support requests to release existing link connections and
release the resources (e.g., bandwidth) assigned to the individual link connection.

(R-4.1.2.3)-cm -6 : For the case of connection release, the M4 interface shall supply the identity of the
connection released.

(R-4.1.2.3)-cm -7 : The M4 interface shall provide the reason for rejection, in case arelease request is
rejected.

Segment:
(R-4.1.2.3)-cm -8: The M4 interface shall support requests to configure active VP and VC termination
points as a non-segment end-points, and by so, releaseit. This requirement may be fulfilled by using the

NE-view managed entities.

(R-4.1.2.3)-cm -9 : For the case segment rel ease, the M4 interface shall give the identity of the connection
released.
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(R-4.1.2.3)-cm -10 : The M4 interface shall provide the reason for rejection, in case arelease request is
rejected.

Trails:

(R-4.1.2.3)-cm -11: The M4 interface shall support requests to release trails by breaking the associations
between the trail terminations. This request shall be decomposed into subnetwork connection rel eases and
link connections releases of those connections that were used by the trail.

(0-4.1.2.3)-cm -1: When atrail isreleased, as an option, the M4 interface should allow thelink
connections and subnetwork connections that were part of the trail to remain.

4.1.2.4 Subnetwork State
Management

All the requirement below applies to the M4 network-view managed entities.
(R-4.2.2)-sm-1: The M4 interface shall autonomously be notified of subnetwork connection operational
state changes. Notifications shall indicate if the subnetwork connection is capable of performing its

intended function.

(R-4.2.2)-sm-2 : The M4 interface shall be autonomously be notified of subnetwork connection protection
switches, if any.

(R-4.2.2)-sm-3 : The M4 interface shall support requests to retrieve subnetwork connection availability
(monitored or not-monitored, in-test, failed, dependency [another entity needed to perform its function is
not activel]).

(0-4.2.2)-sm-1: The M4 interface should be capable of autonomously notifying
trail operational state changes.

(R-4.2.2)-cm -5: The M4 interface shall be support requests to suspend autonomous reporting of
subnetwork connections.

(R-4.2.2)-cm -6: The M4 interface shall support autonomous notifications of changesin the operational
state of any subnetwork componentsthat are visible across the M4 interface.

4.2 Transport Network Fault Management

(R-4.2) -fm- 1: The M4 interface shall support the capability to record network-view alarms within a
subnetwork shall be logged so that they can beretrieved by the management system.

Note also that the M4 NE-view fault reporting and filtering requirements apply here too.

4.2.1 Network Equipment Fault Correlation/Localization/Notification

(R-4.2.1) -fm- 1 :The M4 interface shall autonomously be notified of failures detected within the ATM
subnetwork, such as Termination Point failures.

4.2.2 Connection Testing

L oopback Test
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All the requirement below apply to the M4 network-view managed entities.
(R-4.2.2.2) -fm- 1. The M4 interface shall support requests to perform an OAM cell loopback along a
subnetwork connection or a segment of it, and to report back the results (i.e., pass or fail). OAM Cell
L oopback tests are performed by inserting a Loopback OAM cell, with loopback location field set as
specified by the management system, into the cell stream of the VPC/V CC connection or connection
segment under test and verifying its return. The following information shall be supplied with each
management system request to perform an OAM cell loopback test:

- The Identity of the Loopback OAM Cell Insertion Point

- The direction of the loopback
4.3 Transport Network Performance Management
4.3.1 Congestion Performance Monitoring
FFS
4.3.2 Connection Performance Monitoring
FFS
4.3.3 Segment Performance Monitoring
FFS
4.4 Network Accounting Management

FFS

4.5 Network Security Management
(O-4.5)-sm-1: The M4 interface should subject to authentication and access control all transactions

between the management system and the subnetwork management system, and may record themin a
security audit trail for subsequent security-related processing.
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5. Protocol Independent MIB

51 Introduction

This section provides a description of protocol-independent Managed Entities for the M4 network-view.
These managed entities support only a subset of the requirements specified in Section 4. The following are
not supported at thistime:

any protection-switching, back-up functionality,
grouping of subnetwork, or link connections, or of trails,
multipoint capabilities,

routing constraints, except for topology,

segment handling,

scheduling or reservation,

performance monitoring

Note that, in addition, security and accounting are not covered in this document, neither at the requirement
level, nor at the managed entity level.

The protocol-independent managed entities represent the information needed to manage the network
resources, their states, and their state transitions. This data may be manipulated by different operations,
which are defined along with the managed entities. Examples of how the operations can be used are
described in Section 6.
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5.1.1 Managed Entity List:
The following managed entities are specified for the M4 network-view:

network
vcLayerNetworkDomain
vcLinkConnection
vcSubnetwork
vcSubnetworkConnection
vcSubnetwork TP
vcTopologicalLink
vcTopologicaLinkTP
vcTrall
vpLayerNetworkDomain
vpLinkConnection
vpSubnetwork
vpSubnetworkConnection
vpSubnetwork TP
vpTopologicaLink
vpTopologicaLinkTP
vpTrail

The managed entities below have the same information content as in the NE-view, and are specified here
because of their relationships with the network-view managed entities.

vcCTP
vcTTP
vpCTP
vpTTP

The following managed entities needed in the M4 network-view are already specified in the NE-view:
alarmRecord

alarmSeverityAssignmentProfile
eventForwardingDiscriminator

log
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5.1.2 Managed Entity Description Format:
Each Managed Entity starts with a brief overall description.

The description is followed by a set of attributes, and a set of relationships. The relationships shall aso be
retrievable, can be created, modified, and deleted.

Next comes a set of notifications that the Managed Entity can emit.
Last comes a set of Operations. The operation description consists of input parameters to the operation,
output parameters, error conditions, and a behaviour description. For all Managed Entities, the input
parameters are such that:
The Managed Entity ID is not specified as an input parameter, since the identification is
already accomplished by the protocol used (e.g. SNMP or CMIP). If needed by a new
protocol, it will then be added.
Selection criteriamay be used, as supported by the protocol capabilities selected.

Operations on attributes areimplied in this logical MIB by the read/write or read-only qualifiers associated
with each attribute.

Relationships for the Managed Entities are described in a protocol -independent way. The specification of
the method to represent the relationship is left to the protocol-specific MIB. In the protocol-specific MIBSs,
they may be represented by containment, by attributes (e.g. supportedByObjectList, affectedByObjectList,
pointers), by object references, or any other method. Operations on relationships are defined without
reference to any protocol -specific implementation.
The current list of relationshipsis reflecting relationships between the transport entities introduced in this
document. Relationships with support managed entities, such aslog, or with existing NE-view managed
entities, will be added in the next issue.
Relationship description semi-formal textual conventions
The following conventions have been used to the textual representation of ER-diagrams. The text is not
expressed in aformal language but follows certain stylistic conventions. The following conventions have
been used for the textual representation of the ER-diagrams.

1/ Comments are introduced after "--"

2/ The format used is as follows:

<subject> <RELATION> <cardinality> <object>

with <subject> and <object> being managed entity types.

Most common cardinality options are:

(n..*) nor more
(0..1) zero or one

(n) exactly n
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(n.m)ntom

3/ Relationships are described as if they were asymmetric; with this a subject-object
distinction is made

4/ The containment relationship is denoted by "GROUPS," "IS MADE_OF" so as hot to
imply the use of containment as defined in OSI management.

5/ When the object or subject is not an actual managed entity; but a generalized term such
as"anyone of these managed entities," thisisindicated by using brackets.

Relationship description semi-formal graphical conventions:

relationSubject
name of relation
#
relationObject
With:
#: cardinality:

zero or more: @
zeroorone Q
exactly n: n

When M4 managed entities are implemented as CMIP or SNMP managed objects, there will not
necessarily be a one-to-one correspondence between the managed entity and the object. In the protocol -
specific MIBs, the relationships between managed entities may be represented by a managed object or a
pointer. Operations on the relationships are defined without reference to any protocol-specific
implementation. If an entity is not implemented as a managed object, then the operations specified on that
entity may be implemented in another way.
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5.2 Managed Entity Descriptions:

5.2.1 network

The Network managed entity groups all the managed entities visible over the M4 interface. The managed
entities grouped under Network may span several transport layers (e.g. the VP and VC layers).

This managed entity is automatically created when the network isinitialized. It is not created or deleted by
the managing system.

Attributes
Network ID: Thisread-only attribute provides a unique name for the managed entity instance.
Notifications

Managed Entity Creation: This notification is used to report the creation of an instance of this managed
entity.

Relationships:

With managed resources: The network managed entity is made of a set of transport and other managed
entities (e.g. log).

Semi-formal representation:
IS MADE_OF (0..*) [managed entities]

Graphical representation:

network

managedEntity

network Query Operations:
Operation: query network For Contained Managed Entities

INPUT PARAMETERS:

none (see Section 5.1.2)
OUTPUT PARAMETERS:

containedM anagedEntities: sequence of managedEntitiesid
ERROR CONDITIONS:

protocol -specific
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BEHAVIOUR

The network managed entity plays the role of container for the existing Managed Entities. This operation
allows the requester (client) to query the contained Managed Entities. It does not affect the relationship.

Thereply isasequence of Managed Entities belonging to the network.
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5.2.2 vcLayerNetworkDomain

The layer network domain is defined to support the requirement for independent layer management, here
the VC layer.

An ATM layer is concerned with the generation and transfer of characteristic information, i.e. ATM cells.
The layer network domain managed entity represents the part of the ATM layer which is available to a
managing system through the M4 interface. It contains only managed entities from a single ATM layer,
here the VC layer. Note that it is assumed that a LayerNetworkDomain contains one and only one
subnetwork, which can be further decomposed.

vcTTP

T

MetworkDomain

vcTrail

There may be several layer network domains within a single network.

It is assumed that the layer network domain is created automatically at the installation of the superior
network managed entity. The automatic creation of instances of this managed entity shall be reported over
the M4 interface to the managing system.

The managing system may subsequently create and delete other instances of the layer network domain
provided there are no dependent entities.

Attributes

Sgnal Identification: This read-only attribute represents the characteristic information of the layer network
domain. Here, itisfixed to VC.

User Label: This read/write attribute allows a manager to represent additional information about the layer
network domain

Notifications

Managed Entity Creation: This notification is used to report the creation of an instance of this managed
entity.

Managed Entity Deletion: This notification is used to report the deletion of an instance of this managed
entity.

Attribute Value Change: This notification is used to report changes of the user label.

Relationships:
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Note that the layer network domain acts as a container for entities which provide access to a transport
layer such as trails and network trail termination points. These are contained in layer network domain
rather than a subnetwork because they can not be partitioned, asis possible for a subnetwork.

With veTTP: A vcLayerNetworkDomain is delimited by zero or more veTTPs.

With vcTrail: A vcLayerNetworkDomain groups zero or more veTrails.

With veSubnetwork: A vcLayerNetworkDomain is partitioned into zero or more veSubnetworks.
Semi-Formal representation:

IS DELIMITED_BY (0.*) veTTP

GROUPS (0..*) vcTrail

IS_PARTITIONED_INTO (0..*) vcSubnetwork

Graphical representation:

vcLayerNetworkDomain

is_delimited_by

VCTTP P_

groups

vcTrail |‘—

is_partitioned_into

vcSubnetwork P—

vcL ayer Networ kDomain Query Operations:

Operation: query vcLayerNetworkDomain For Delimiting veTTPs

INPUT PARAMETERS:
none (see Section 5.1.2)
OUTPUT PARAMETERS:
delimitingVcTTPs : set of veTTPIds
ERROR CONDITIONS:
protocol-specific
BEHAVIOUR

Each vcTTP is delimiting a vcLayerNetworkDomain. This operation allows the requester (client) to query
the delimiting Managed Entities. It does not affect the relationship. It matches for all the delimiting
VCTTPs. Thereply isaset of veTTPIds.

Operation: query vcLayerNetworkDomain For existing vcTrails

INPUT PARAMETERS:
none (see Section 5.1.2)
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OUTPUT PARAMETERS:

existingVcTrail: set of vcTrailld
ERROR CONDITIONS:

protocol -specific
BEHAVIOUR

The vcLayerNetworkDomain plays arole of container for the existing vcTrails. This operation alows the
requester (client) to query the contained vcTrails. It does not affect the relationship. It matches for all the
contained vcTrails. Thereply isaset of vcTraillds belonging to the veL ayerNetworkDomain.

Operation: query vcLayerNetworkDomain for component veSubnetwork

INPUT PARAMETERS:
none (see Section 5.1.2)
OUTPUT PARAMETERS:
componentV cSubnetwork: vcSubnetworkld
ERROR CONDITIONS:
protocol-specific
BEHAVIOUR:
A vcLayerNetworkDomain contains one veSubnetwork. This query is an downward query for the
contained vcSubnetwork. It does not affect the relationship. 1t matches for the contained vcSubnetwork
that is adirect component of the vcLayerNetworkDomain. The reply is a veSubnetworkl d.

vcL ayer NetworkDomain: vcTrail set-up operations
Operation: set up vcTrail set-up

INPUT PARAMETERS:
vCTTPa: choice of vcSubnetworkTPId, or Descriptor
VCTTPz : choice of vcSubnetworkTPId, or Descriptor
AdministrativeState (optional)

Descriptor:
interfaceld (Choice of server TTPId)
vpi (optional)
vci (optional)
trafficDescriptors (optional)
gos (optional)

OUTPUT PARAMETERS:
newVcTrail : vcTrailld
vCTTPa vcTTPId
vCTTPz: veTTPId

ERROR CONDITIONS:
protocol -specific addressing errors
incorrectTerminationPoints : veTTPId
reflectedTTPDisabled : veTTPId
reflectedTTPLocked: veTTPId
vcTrail TerminationPointConnected : veTTPId
non-matchingDescriptors: set of veTTPId
operationFails

BEHAVIOUR:
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This operation allows the requester (user) to set-up a point-to-point Trail between two non-connected TTPs
of the addressed Layer Network Domain, identified directly, or identified by an interface within which the
Layer Network Domain selects a point. In the latter case, a set of optional descriptors may be provided (vpi,
vci, traffic descriptors, qos). An error condition will be raised if the termination points are incorrect (i.e. do
not belong to the Layer Network Domain), if the two TTPs are aready used, if they do not have matching
traffic descriptors, or if the Layer Network Domain is unable to provide sufficient bandwidth (operations
failure). The result of the operation is:

the creation of two TTPsand a Trail associated to both of them in the case of the Layer
Network Domain creating the veTTPs

the creation of aTrail associated to two existing TTPsin the case of TTPs already existing in
the Layer Network Domain.

Operation: release vcTrail

INPUT PARAMETERS:

see Section 5.1.2, and

Choice of VpTTP: set of vecTTPIds

OUTPUT PARAMETERS:

released vcTrail: veTrailld

released veTTPs: set of veTTPId
ERROR CONDITIONS:

protocol -specific addressing errors

incorrectTerminationPoints : veTTPId

vcTrail TerminationPointNotConnected : veTTPId

incorrectTrails; vcTrailld
BEHAVIOUR:

This operation allows the requester (user) to release a point-to-point Trail between two connected TTPs of
the addressed Layer Network Domain, identified directly, identified by one of the connected TTPs, or
identified by the pair of the TTPs. An error condition will be raised if the termination points are incorrect
(i.e. do not belong to the Layer Network Domain), if the two TTPs are not connected, or if the Trail is not
connected. The result of the operation is:

the deletion of two TTPs and the Trail associated to both of them.
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5.2.3 vcLinkConnection

This managed entity represents al.326 link connection, derived from the G.805 definition, i.e. "atransport
entity which transfersinformation between "ports' across alink." This entity is explicitly created by a
network management function. A linkConnection cannot be created between a composite subnetwork and
one of its component subnetwork. Only point-to-point linkConnections are supported.

vcSubnetworkTPs
vcSubnetworkTPs

N

0
-
<

cTopoIoglcalLlnk

vcLinkConnections

Attributes

vcLinkConnection ID: This read-only attribute provides a unique name for
the managed entity instance within the management domain.

Sgnal Identification: Thisread-only attribute, set at creation, describes the signal that istransferred across
thelink. Here, it isfixed to VC.

Directionality: This attribute is always set to "hidirectional ."

User Label: Thisread/write attribute provides an arbitrary label corresponding to the connection whichis
established.

Operational State: This read-only attribute identifies whether or not this instance of the link connection
managed entity is capable of performing its normal function (i.e., transport ATM cells).

Administrative State: This read/write attribute is used to lock and unlock cell flow through the link
connection.

Notifications
Attribute Value Change: This notification is used to report changes of the user label.

Sate Change: This natification is used to report changes to the State attributes of this managed entity. The
notification shall identify the state attribute that changed, its old value, and its new value.

Managed Entity Creation: This notification is used to report the creation of an instance of this managed
entity.

Managed Entity Deletion: This notification is used to report the deletion of an instance of this managed
entity.

Relationships:
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With vcTopologicalLinks: A topological link is agroup of link connections sharing the same extremities.
This relationship involves one and only one instance of the link managed entity, and zero or more instances
of the linkConnection Managed Entity.

With veSubnetworkTPs: A vcLinkConnection has two veSubnetworkTPs, one on each subnetwork that it is
linking. The two vcSubnetworkTerminationPoints bel ong to two different subnetworks.

semi-formal representation:
IS INCLUDED_IN (1) vcTopologicalLink
IS TERMINATED_BY (2) vcSubnetworkTP

graphical representation:

vcLinkConnection

isterminated by

vcSubnetwork TP

is included in

vcTopologicalLink 1

vcLinkConnection Query Operations;
Operation: query vcLinkConnection For Containing vcTopologicalLink

INPUT PARAMETERS:
none (see Section 5.1.2)
OUTPUT PARAMETERS:

containingV cTopologicalLinks: vcTopologicalLinkld
ERROR CONDITIONS:

protocol-specific
BEHAVIOUR

The vcTopologicalLink plays arole of container for the existing vcLinkConnections. This operation allows
the requester (client) to query the containing Managed Entities. It does not affect the relationship. It
matches for the containing vcTopologicalLink. The reply isthe vcTopologicalLinkld.

Operation: query vcLinkConnection For terminating veSubnetworkTPs

INPUT PARAMETERS:
none (see Section 5.1.2)
OUTPUT PARAMETERS:
terminatingSubnetworkTPs: set of subnetworkTPIds
ERROR CONDITIONS:
protocol-specific
BEHAVIOUR
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A vcLinkConnection is terminated on two vcSubnetworkTPs. This operation allows the requester (client) to
guery the terminating Managed Entities. It does not affect the relationship. It matches for the two
terminating vcSubnetworkTPs. The reply is a set of two vcSubnetworkTPIds.
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5.2.4 vcSubnetwork
A subnetwork (according to G.805) is atopological component used for carrying characteristic information.
An ATM subnetwork carries ATM cells. Subnetwork are delineated by subnetwork termination points,

modeled by subnetwork TP managed entities. Note that a subnetwork may be empty. Subnetworks are
used for making subnetwork connections. This Managed Entity is specialized per layer, here the VC layer.

subNetworkTPs

T

This phase of the specification only supports automatic creation of this managed entity. Deletion is not
supported.

Attributes

Subnetwork ID: This read-only attribute provides a unique name for the managed entity instance within the
management domain.

Sgnal Identification: This attribute represents the specific format that the resource carries.
It isfixed here to the vcLayer.

user Label: This read/write attribute identifies the managing organization.
Notifications
Attribute Value Change: This notification is used to report changes of the user label.

Managed Entity Creation: This notification is used to report the creation of an instance of this Managed
Entity.

Managed Entity Deletion: This notification is used to report the deletion of an instance of this Managed
Entity.

Relationships:

With veSubnetworkTPs: avcSubnetwork is delineated by zero or more veSubnetworkTPs.

With veSubnetwor kConnection: A subnetwork contains zero or more subnetwork

connections. Note that the verb “contain” does not imply here a containment relationship in the OSI

management sense.

With veSubnetworks: A subnetwork may be partitioned into one or more subnetworks.
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With vcTopologicalLink: A composite vcSubnetwork contains vcTopological Links between its component
subnetworks.

With vcTopologicalLinkTP; a subnetwork is delineated by zero or more vcTopologicalLinkTPs.
Semi-Formal representation:

IS DELINEATED_BY (0..*) vcSubnetworkTP

GROUPS (0..*) vcSubnetworkConnection

IS_PARTITIONED_INTO (0..*) vcSubnetwork

IS LINKED_BY (0..*) vcTopologicalLink

IS DELINEATED _BY (0..*) vcTopologicalLinkTP

Graphical representation:

vcSubnetwork

is delineated by

vcSubnetwork TP —

groups

vcSubnetworkConnection | @——

is partitioned into

vcSubnetwork |. p—

is linked by

vcTopologicalLink r—

is delineated by

vcTopologicalLinkTP P—

Subnetwork Query Operations
Operation: query vcSubnetwork For delimiting vcSubnetworkTPs

INPUT PARAMETERS:
none (see Section 5.1.2)
OUTPUT PARAMETERS:
delineatingV cSubnetwork TPs : set of vcSubnetworkTPIds
ERROR CONDITIONS:
protocol-specific
BEHAVIOUR:

The subnetwork plays arole of container for the subnetworkTPs. This operation allows the requester

(client) to query the contained subnetworkTPs. It does not affect the relationship. It matches
for al the contained subnetworkTPs. The reply is a set of subnetworkTPs belonging to the subnetwork.

43



af-nm-0058.000

Operation: query vcSubnetwork For existing veSubnetworkConnections

INPUT PARAMETERS:
none (see Section 5.1.2)
OUTPUT PARAMETERS:
existingV cSubnetworkConnection: set of vcSubnetworkConnectionld
ERROR CONDITIONS:
protocol-specific
BEHAVIOUR

The subnetwork plays arole of container for the existing subnetworkConnections. This operation allows
the requester (client) to query the contained subnetworkConnections. It does not affect the relationship. It
matches for all the contained subnetworkConnections. Thereply isaset of subnetworkConnectionlds
belonging to the subnetwork.

Operation: query vcSubnetwork for component veSubnetworks

INPUT PARAMETERS:

none (see Section 5.1.2)
OUTPUT PARAMETERS:

componentV cSubnetworks : set of vcSubnetworklds
ERROR CONDITIONS:

protocol -specific, and

unpartitionedSubnetwork : Subnetworkld
BEHAVIOUR:
A subnetwork may be partitioned in lower-level subnetworks. This query is an downward query the
corresponding direct component subnetworks for component subnetworks. There may be more than one
component subnetworks. The addresses subnetwork plays arole of container for the existing
subnetworkConnections. This operation allows the requester (client) to query the component subnetworks.
It does not affect the relationship. The query raises an error condition if the subnetwork is at the lowest-
level of partitioning. It matches for all the component Subnetworks. The reply isaset of component
subnetworks.

Operation: query vcSubnetwork for vcTopological Links between its component veSubnetworks

INPUT PARAMETERS:
set of component vcSubnetworklds (optional)
OUTPUT PARAMETERS:
containedV cTopologicalLinks: set of vcTopologicalLinklds
ERROR CONDITIONS:
protocol -specific, and
unpartitionedSubnetwork : Subnetworkld
BEHAVIOUR

Each topologicalLink connects two component subnetworks. This operation allows the requester (client) to
guery the composite subnetwork for the contained topological Links. It does not affect the relationship. It
matches for all the contained topologicalLinks. The reply is a set of topologicalLinklds.

Operation: query vcSubnetwork For Delineating vcTopologicalLinkTPs
INPUT PARAMETERS:
none (see Section 5.1.2)

OUTPUT PARAMETERS:
delineatingvcTopologicalLinkTPs : set of vcTopologicalLinkTPIds
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ERROR CONDITIONS:
protocol-specific
BEHAVIOUR

Each vcTopologicaLinkTP is delineating a veSubnetwork. This operation allows the requester (client) to
query the delineating Managed Entities. It does not affect the relationship. It matches for all the delineating
vcTopologicaLinkTPs. Thereply isaset of veTopologicalLinkTPIds.

Subnetwork: Subnetwor kConnection management operations
Operation: set up vcSubnetworkConnection

INPUT PARAMETERS:
see Section 5.1.2, and
snTPa: choice of subnetworkTPId, or Descriptor
snTPz : choice of subnetworkTPId, or Descriptor
AdministrativeState (optional)

Descriptor:
interfaceld (Choice of subnetworkTPId, or server TTPId)
vpi (optional)
vci (optional)
trafficDescriptors (optional)
gos (optional)
OUTPUT PARAMETERS:
newSNC : SNCId
snTPa: subnetworkTPId
snTPz: subnetworkTPId
ERROR CONDITIONS:
protocol -specific addressing errors
incorrectTerminationPoints : subnetworkTPId
reflectedTPDisabled : subnetworkTPId
reflectedTPLocked: subnetworkTPId
subnetworkTerminationPointConnected : subnetworkTPId
non-matchingDescriptors: set of subnetworkTPId
operationFails
BEHAVIOUR:

This operation allows the requester (user) to set-up a point-to-point connection between two non-connected
subnetworkTPs of the addressed subnetwork. The subnetworkTPs to connect are identified directly or
indirectly. In the latter case, a set of optional descriptors may be provided (vpi, vci, traffic descriptors, gos).
An error condition will be raised if the termination points are incorrect (e.g. do not belong to the
subnetwork), if the two subnetworkTPs are already used, if they do not have matching traffic descriptors,
or if the subnetwork is unable to provide sufficient bandwidth (operations failure). The result of the
operation is:

the creation of two subnetworkTPs and a subnetworkConnection associated to both of them in the

case of the subnetwork creating the subnetworkTPs

the creation of a subnetworkConnection associated to two existing subnetworkTPs in the case of

subnetworkTPs already existing in the subnetwork.

Operation: release veSubnetworkConnection
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INPUT PARAMETERS:
none (see Section 5.1.2)
Choice of subnetworkTP : set of subnetworkTPIds
OUTPUT PARAMETERS:
vcSubnetworkConnectionl D:  veSubnetworkConnectionld
rel eased subnetworkTPs: set of subnetworkTPId
ERROR CONDITIONS:
protocol -specific addressing errors
incorrectvcsubnetworkTPs : subnetworkTPIds
subnetwork TPNotConnected : subnetworkTPId
incorrectsubnetworkConnection: subnetworkConnectionld
BEHAVIOUR

This operation alows for the release of an vcSubnetworkConnection between two connected
subnetworkTPs of the same subnetworks, the subnetworkConnection or the subnetworkTPs involved being
identified directly. It matches for the subnetworkConnection or the subnetworkTP. The reply isthe
released subnetworkConnectionl D and the released subnetworkTPs.
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5.2.5 vcSubnetworkConnection

This managed entity represents a G.805 subnetwork connection (SNC), i.e. "atransport entity which
transfers information across a subnetwork. It is formed by the association of "ports" at the boundary of the
subnetwork." This entity is explicitly created by a network management function.

A subnetwork connection in a composite subnetwork consists of a series of subnetworkConnections and
vcLinkConnections. A subnetworkConnection cannot be created between a composite subnetwork and one
of its component subnetwork. The figure below shows this relationship (in this Figure, subnetwork
connection SNC1 is decomposed as follows: SNC1=SNC1.1+L C1-2+SNC1.2+L C2-3+SCN1.3).

SNC1

SNC1.1 LC1-2 SNC1.2 LC2-3 SNC1.3

SubNetwork1.1 SubNetwork1.2 SubNetwork1.3

subnetwork TP

SNC: subnetworkConnection
LC: linkConnection

Attributes

vcSubnetworkConnection ID: This read-only attribute provides a unique name for the managed entity
instance within the management domain.

Directionality: This attribute is always set to "bidirectional .”

Operational State: This read-only attribute identifies whether or not this instance of the subnetwork
connection managed entity is capable of performing its normal function (i.e., transport ATM cells).

Administrative State: This read/write attribute is used to lock and unlock cell flow through the subnetwork
connection.

User Label: This read/write attribute identifies the customer to which the service is delivered.
Notifications

Sate Change: This naotification is used to report changes to the State attributes of this managed entity. The
notification shall identify the state attribute that changed, its old value, and its new value.

Attribute Value Change: This notification is used to report changes of the user label.

Managed Entity Creation: This notification is used to report the creation of an instance of this Managed
Entity.

Managed Entity Deletion: This notification is used to report the deletion of an instance of this Managed
Entity.
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Relationships:
With subnetworkTPs: A subnetwork connection has at |east two subnetworkTPs.

With subnetworkConnections and vcLinkConnections: A composite subnetworkConnection is made of
multiple linkConnections (at least one) and inner subnetworkConnections (at least two).

With Quality Of Transport Descriptors. The traffic descriptors may be grouped in a separate entity
common to multiple managed entities. Thisrelationship is not formally represented here, since this separate
entity has not been defined explicitly here.

Semi-formal representation:

IS TERMINATED_BY (2..*) subnetworkTP

IS MADE_OF (0..*) linkConnection -- composite case: at |east one

IS MADE_OF (0..*) subnetworkConnection -- composite case: at least two

Graphical representation:

vcSubnetworkConnection

is terminated by

vcSubnetwork TP

is made of

vcSubnetworkConnection |.—

is made of

vcLinkConnection I‘—

subnetwor kConnection: subnetworkConnection query operations
Operation: query subnetworkConnection For terminating subnetworkTPs

INPUT PARAMETERS:

none (see Section 5.1.2)
OUTPUT PARAMETERS:

terminatingSubnetworkTPs: set of subnetworkTPIds
ERROR CONDITIONS:

protocol-specific

BEHAVIOUR:
A point-to-point subnetworkConnection is terminated on two subnetwork TerminationPoints. This operation

allows the requester (client) to query the terminating Managed Entities. It does not affect the relationship. It
matches for the two terminating subnetworkTPs. Thereply is a set of subnetworkTPIds.

Operation: query vcSubnetworkConnection For Component vcSubnetworkConnections
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INPUT PARAMETERS:
none (see Section 5.1.2)
OUTPUT PARAMETERS:
componentSubnetworkConnections: set of subnetworkConnectionlds
ERROR CONDITIONS:
protocol-specific
BEHAVIOUR:

A subnetworkConnection in a partitioned subnetwork can be decomposed into link connections and
subnetwork connections. This query allows the requester (client) to query the component subnetwork
connections (linkConnection can be derived indirectly, once the component subnetwork connections are
known). It does not affect the relationship. It matches for all subnetworkConnections. Thereply is a set of
subnetworkConnectionlds.
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5.2.6 vcSubnetworkTP

The subnetworkTP Managed Entity terminates a subnetworkConnection or linkConnection on a
subnetwork. Each subnetworkTP refers to a CTP or a TTP managed entity, and therefore alows a single
representation of the network resources. As an example, a subnetwork may be partitioned into component
subnetwork several times. Rather than creating a new CTP or TTP for each layer of decomposition, this
approach to keep the CTP or TTP at the lowest layer, and to refer to them using subnetworkTPs. It
represents the relationship between the endpoints of composite subnetworks supported by the same
resource. This entity is explicitly created by a network management function.

subNetwork1

snTP1Z

*TPLIA SiNanoid Ty gSHawoidZ) aTPLaz

(0] (o}
CTPA or CTPU or CTPV or CTPW or CTPX or nCTPZ or
TTPA TTPU TTPV TTPW TTPX nTTPZ

Attributes:

SubnetworkTP ID: This read-only attribute provides a unique name for the managed entity instance within
the management domain.

Notifications:

Managed Entity Creation: This notification is used to report the creation of an instance of this Managed
Entity.

Managed Entity Deletion: This notification is used to report the deletion of an instance of this Managed
Entity.

Relationships:

With veCTP/TTPs. Each subnetwork TP reflects the underlying CTP or possibly the underlying TTP.
With vcSubnetwork: each subnetworkTP delineates a subnetwork.

With veLinkConnection: each subnetworkTP terminates a linkConnection.

With veSubnetwor kConnection; each subnetworkTP terminates a subnetworkConnection.

Semi-formal representation:
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REFLECTS (0..1) veCTP

REFLECTS (0..1) vcTTP

DELINEATES (1) subnetwork
TERMINATES (0..1) vcLinkConnection
TERMINATES (0..1) vcSubnetworkConnection

Graphical representation:

vcSubnetwork TP

reflects

vcCTP D—

reflects

vcTTP O

delineates

vcSubNetwork

terminates

[

vcLinkConnection

terminates

vcSubnetworkConnection

[

subnetwor kTP: subnetwork TP Query Operations
Operation: query subnetworkTPs For delimited subnetwork

INPUT PARAMETERS:
none (see Section 5.1.2)
OUTPUT PARAMETERS:
delineatedSubnetwork : subnetworklds
ERROR CONDITIONS:
protocol -specific
BEHAVIOUR:

The subnetwork plays arole of container for the subnetworkTPs. This operation allows the requester
(client) to query the containing subnetwork for a given subnetworkTP. It does not affect the relationship. It
matches for the delineated subnetwork. The reply is a subnetworkld.

Operation: query subnetworkTP For terminated vcLinkConnection

INPUT PARAMETERS:

none (see Section 5.1.2)
OUTPUT PARAMETERS:

terminatedV cLinkConnections: vcLinkConnectionlds
ERROR CONDITIONS:
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protocol-specific
BEHAVIOUR

A linkConnection is terminated on two subnetworkTPs. This operation allows the requester (client) to
query the terminated linkConnection. It does not affect the relationship. It matches for the terminated
linkConnection. The reply is alinkConnectionld.

Operation: query subnetworkTP For terminated subnetworkConnection

INPUT PARAMETERS:

none (see Section 5.1.2)
OUTPUT PARAMETERS:

terminatedSubnetwork Connection: subnetworkConnectionld
ERROR CONDITIONS:

protocol-specific

A point-to-point subnetworkConnection is terminated on two subnetworkTPs. This operation allows the
requester (client) to query the terminated subnetwork Connection. It does not affect the relationship. It
matches for the terminated subnetworkConnection. The reply is a subnetworkConnectionld.

Operation: query subnetworkTP For associated TTPs and CTPs

INPUT PARAMETERS:

none (see Section 5.1.2)
OUTPUT PARAMETERS:

associatedTP: CTPId or TTPId
ERROR CONDITIONS:

protocol-specific

Each subnetworkTP is associated with a CTP or TTP. This operation allows the requester (client) to query
the associated Managed Entity. It does not affect the relationship. It matches for the associated CTP or
TTP. Thereply isaCTPId or TTPId.

Operation: associate subnetworkTP with supporting CTP or TTP

INPUT PARAMETERS:
none (see Section 5.1.2)
associatedCTPorTTPId
OUTPUT PARAMETERS:
associatedTTPorCTP: associated CTPId or TTPId
ERROR CONDITIONS:
protocol-specific
BEHAVIOUR

Each subnetworkTP is supported by either aCTP or a TTP, which provides transport for it. This operation

allows the requester (client) to associate the subnetwork TP with asingle desired CTP or TTP. This
operation may take place at the creation of the subnetworkTP. Thereply isthe associated CTP or TTP Id.
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5.2.7 vcTopologicalLink

A link isatopological component which describes a fixed relationship between two subnetworks. A
topological link isalink between two subnetworks. There can be multiple topological links between
subnetworks. A topological link cannot be created between a composite subnetwork and one of its
component subnetworks. This entity is explicitly created by the network management system.

topologicalLinkTP

topologicalLink

Attributes

vcTopologicalLink ID: This read-only attribute provides a unique name for the managed entity instance
within the management domain.

Sgnal Identification: Thisread-only attribute, set at creation, describes the signal that istransferred across
thelink. Here, it isfixed to VC.

Directionality: This attribute is aways set to "bidirectional."

Operational State: Thisread-only attribute identifies whether or not this instance of the link managed
entity is capable of performing its normal function (i.e., transport ATM cells).

provisioned Bandwidth: This read/write attribute i dentifies the maximum amount of bandwidth configured
for thelink.

available Bandwidth: This read-only attribute identifies the amount of bandwidth left on the link.
Notifications
Attribute Value Change: This notification is used to report changes of the bandwidth values.

Sate Change: This natification is used to report changes to the State attributes of this managed entity. The
notification shall identify the state attribute that changed, its old value, and its new value.

Managed Entity Creation: This notification is used to report the creation of an instance of this Managed
Entity.

Managed Entity Deletion: This notification is used to report the deletion of an instance of this Managed
Entity.

Relationships:
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With linkConnections: A topologicalLink isagroup of link connections sharing the same extremities. This
relationship involves one and only one instance of the topologicalLink managed entity, and zero or more
instances of the linkConnection managed entity.

With topological LinkTP: A topologicalLink has two termination points, one on each subnetwork that it is
linking.

With subnetwork: One topologicalLink has arelationship with the two and only two subnetworksthat it is
linking. A topologicalLink cannot exists without the subnetworks being identified.

semi-formal representation:

GROUPS (0..*) vcLinkConnections

IS TERMINATED_BY (2) vcTopologicalLinkTP
LINKS (2) vcSubnetworks

graphical representation:

vcTopologicalLink

isterminated by

vcTopologicalLinkTP

groups

vcLinkConnection P—

links

2

vcSubNetwork

vcTopologicalLink Query Operations:
Operation: query vcTopologicalLink For Contained vcLinkConnections

INPUT PARAMETERS:
none (see Section 5.1.2)
OUTPUT PARAMETERS:

containedLinkConnections; set of linkConnectionlds
ERROR CONDITIONS:

protocol-specific
BEHAVIOUR

ThetopologicalLink plays arole of container for the existing linkConnections. This operation allows the
requester (client) to query the contained managed entities. It does not affect the relationship. Thereply isa
set of linkConnections belonging to the topologicalLink.

Operation: query vcTopologicalLink For Terminating vcTopologicalLinkTPs

INPUT PARAMETERS:
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none (see Section 5.1.2)
OUTPUT PARAMETERS:

terminatingTopologicalLinkTPs; set of topologicalLinkTPIds
ERROR CONDITIONS:

protocol-specific
BEHAVIOUR

Each topologicalLink is terminated by two topologicalLinkTPs. This operation allows the requester (client)
to query the terminating managed entities. It does not affect the relationship. It matches for the terminating
topologicalLinkTPs. Thereply isaset of topologicalLinkTPs belonging to the topologicalLink.

Operation: query vcTopologicalLink For Delineated veSubnetworks

INPUT PARAMETERS:
none (see Section 5.1.2)
OUTPUT PARAMETERS:
delineatedSubnetworks: set of subnetworklds
ERROR CONDITIONS:
protocol-specific
BEHAVIOUR

Each topologicalLink delineates two subnetworks. This operation allows the requester (client) to query the
delineated managed entities. It does not affect the relationship. It matches for the two delineated
subnetworks. The reply is a set of two subnetworklds.

vcTopologicalLink: vcLinkConnection management oper ations
Operation: set up vcLinkConnection

INPUT PARAMETERS:
see Section 5.1.2, and
snTPa: choice of subnetworkTPId, or Descriptor
snTPz : choice of subnetworkTPId, or Descriptor

Descriptor:
interfaceld (Choice of subnetworkTP, or server TTPId, or topologicaLinkTP,
or topologicalLink, or subnetworkld)
vpi (optional)
vci (optional)
trafficDescriptors (optional)
gos (optional)
OUTPUT PARAMETERS:
newV cLinkConnection : vcLinkConnectionld
snTPa subnetworkTPId
snTPz: subnetworkTPId
ERROR CONDITIONS:
protocol -specific addressing errors, and
incorrectTerminationPoints : subnetworkTPId
reflectedTPDisabled : subnetworkTPId
reflectedTPLocked: subnetworkTPId
topological LinkL ocked: topologicalLinkld
subnetwork TerminationPointlnUse : subnetworkTPId
non-matchingDescriptors: set of subnetworkTPId
operationFails
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BEHAVIOUR:

This operation allows the requester (user) to set-up alinkConnection between two non-connected
subnetworkTPs of two subnetworks, identified directly or indirectly. In the latter case, a set of optional
descriptors may be provided (vpi, vci, traffic descriptors, qos). An error condition will be raised if the
subnetworkTPs are incorrect (e.g. do not belong to the subnetwork), if the two subnetworkTPs are already
used, if they do not have matching traffic descriptors, or if the subnetwork is unable to provide sufficient
bandwidth (operations failure). The result of the operation is:

the creation of two subnetworkTPs and an linkConnection associated to both of them in the case of
the subnetwork creating the subnetworkTPs

the creation of alinkConnection associated to two existing subnetworkTPs in the case of
subnetworkTPs already existing in the subnetwork.

This operation applies only if both subnetworks to be connected are visible to the requester.
Operation: release vcLinkConnection

INPUT PARAMETERS:
none (see Section 5.1.2)
Choice of subnetworkTP : set of subnetworkTPIds
OUTPUT PARAMETERS:
vcSubnetworkConnectionlD:  veSubnetworkConnectionld
released subnetworkTPs: set of subnetworkTPId
ERROR CONDITIONS:
protocol -specific addressing errors
incorrectSubnetworkTPs : subnetworkTPIds
subnetwork TPNotConnected : subnetworkTPId
incorrectLinkConnection: linkConnectionld
BEHAVIOUR

This operation allows for the release of alinkConnection between two connected subnetworkTPs of the
two different subnetworks, the linkConnection or the subnetworkTPs involved being identified directly. It
matches for the subnetworkConnection or the subnetworkTP. The reply is the released
subnetworkConnectionl D and the rel eased subnetworkTPs.
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5.2.8 vcTopologicalLinkTP

This managed entity is used to represent the termination of atopologicalLink at the VC-layer. When a
network is managed only at the V C-layer, the vcLink managed entity is used to store any link-level
configuration data. This managed entity is created by the management system.

topologicalLinkTP

topologicalLink

Attributes

vcTopologicalLink ID: This read-only attribute provides a unique name for the managed entity instance in
the subnetwork.

Provisioned Bandwidth: see vcTopologicalLink managed entity definition
Available Bandwidth: see vcTopologicalLink managed entity definition

VCI Range: This read/write parameter identifies the maximum number of contiguous VPI bits, starting
from the least significant hit, that may be used over the link.

Notifications

Managed Entity Creation: This notification is used to report the creation of an instance of this managed
entity.

Managed Entity Deletion: This notification is used to report the deletion of an instance of this managed
entity.

Attribute Value Change: This notification is used to report changes to the attribute changes of this
managed entity. The notification shall identify the attribute that changed, its old value, and its new value.

Relationships

With vcTopologicalLink: Each vcTopologicalLink may be terminated by an instance of the
vcTopologicalLinkTP managed entity.

With veSubnetwork: One vcTopological LinkTP managed entity is associated with one and only one
vcSubnetwork.

semi-formal representation:

IS ASSOCIATED_WITH (1) vcSubnetwork
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IS ASSOCIATED_WITH (1) vpTTP
TERMINATES (0..1) vcTopologicaLink

Add relationship between linkTP and snTP YES
GROUPS (0..*) veSnTP

graphical representation:

vcTopologicaLinkTP

is associated with

vcSubnetwork

terminates

vcTopologicalLink [D——

is associated with

vpTTP

groups

vesSnTP |.—

vcTopologicalLinkTP: vcTopologicalLink TP Query Operations
Operation: query vcTopologicaLinkTP For Terminated vcTopologicalLink

INPUT PARAMETERS:
none (see Section 5.1.2)
OUTPUT PARAMETERS:
terminatedT opologicalLinks: set of topologicalLinklds
ERROR CONDITIONS:
protocol-specific
BEHAVIOUR:

Each topologicalLink is terminated by two topologicalLinkTPs. This operation allows the requester (client)
to query the terminated topologicalLink. It does not affect the relationship. It matches for terminated
topologicalLink. Thereply is an topologicalLinkid.

Operation: query vcTopologicaLinkTP For Delineated vcSubnetwork

INPUT PARAMETERS:

none (see Section 5.1.2)
OUTPUT PARAMETERS:

delineatedSubnetworks: subnetworklds
ERROR CONDITIONS:
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protocol-specific
BEHAVIOUR

Each topologicalLinkTP delineates a subnetwork. This operation allows the requester (client) to query the
delineated subnetwork. It does not affect the relationship. It matches for the delineated subnetwork. The
reply is a subnetworklds.

Operation: query vcTopologicaLinkTP For associated vpT TP

INPUT PARAMETERS:

none (see Section 5.1.2)
OUTPUT PARAMETERS:

associatedVcTTP: veTTPId

ERROR CONDITIONS:
protocol-specific
BEHAVIOUR

Each vcTopologicalLinkTP is associated with avpTTP. This operation allows the requester (client) to
query for the associated managed entity. It does not affect the relationship. It matches for the associated
vpTTP. Thereply isthe associated vpTTP.

Operation: associate vcTopologicalLinkTP with supporting vpT TP

INPUT PARAMETERS:

none (see Section 5.1.2)

associatedVpTTP
OUTPUT PARAMETERS:

associatedVpTTP: vpTTPId
ERROR CONDITIONS:

protocol-specific
BEHAVIOUR

Each vcTopologicaLinkTP at the VC-level is supported by avpT TP managed entity, which provides
transport for it. This operation allows the requester (client) to associate the vcTopologicalLinkTP with a
single vpT TP. This operation may take place at the creation of the vcTopologicalLinkTP or of the
vcTopologicalLinkTP. Thereply isthe associated veTTP.
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5.2.9 vcTrail

This managed entity representsan 1.326 VC Trail. The vcTrail isaways bidirectional. The vcTrail is
terminated by vcTTP. Thisentity is specialized for the ATM VC layer. This entity is created by the
management system.

vcTTP

T

MetworkDomain

vcTrail

Attributes

vcTrail ID: Thisread-only attribute provides a unique name for the managed entity instance within the
management domain.

Sgnal Identification: This attribute represents the type of characteristic information carried by the trail.
Here, it isfixed to VC.

Directionality: This attribute represents the ability of atrail to carry traffic in one or two directions. For the
vcTrail, this value of thisattribute is fixed to “bidirectional .”

userLabel: This read/write attribute identifies the customer to which the serviceis delivered
Administrative Sate: This read/write attribute is used to lock and unlock the cell flow through the vcTrail.

Operational Sate: This read-only attribute identifies whether or not the managed entity is capable of
performing its normal functions (i.e., in-service or out-of-service).

Notifications

Managed Entity Creation: This notification is used to report the creation of an instance of this managed
entity.

Managed Entity Deletion: This notification is used to report the deletion of an instance of this managed
entity.

Attribute Value Change: This notification is used to report changes to the user label.

Sate Change: This notification is used to report changes to the states of this managed entity. The
notification shall identify the state attribute that changed, its old value, and its new value.

Relationships:
With vcTTPBidirectional: Each VC trail isterminated by vcTrail TerminationPointsBidirectional.
Semi-formal representation:

IS TERMINATED_BY (2) vcTTP
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Graphical representation:

vcTrail

isterminated by 2

VvCcTTP

vcTrail: veTrail query operations
Operation: query vcTrail For terminating TTPs

INPUT PARAMETERS:

none (see Section 5.1.2)
OUTPUT PARAMETERS:

terminatingT TPs: set of TTPIds
ERROR CONDITIONS:

protocol -specific
BEHAVIOUR

af-nm-0058.000

A vcTrail isterminated on two veTTPs. This operation allows the requester (client) to query the
terminating TTPs. It does not affect the relationship. It matches for the associated TTPs. Thereply isaset

of two TTPIds.
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5.2.10 vpLayerNetworkDomain

The layer network domain is defined to support the requirement for independent layer management, here
the VP layer.

An ATM layer is concerned with the generation and transfer of characteristic information, i.e. ATM cells.
The layer network domain managed entity represents the part of the ATM layer which is available to a
managing system through the M4 interface. It contains only managed entities from a single ATM layer,
here the VP layer. Note that it is assumed that a LayerNetworkDomain contains one and only one
subnetwork, which can be further decomposed.

vpTTP

MEtworkDomain

There may be several layer network domains within a single network.

vpTrail

It is assumed that the layer network domain is created automatically at the installation of the superior
network managed entity. The automatic creation of instances of this managed entity shall be reported over
the M4 interface to the managing system.

The managing system may subsequently create and delete other instances of the layer network domain
provided there are no dependent entities.

Attributes

Sgnal Identification: This read-only attribute represents the characteristic information of the layer network
domain. Here, it isfixed to VP.

User Label: Thisread/write attribute allows a manager to represent additional information about the layer
network domain

Notifications

Managed Entity Creation: This notification is used to report the creation of an instance of this managed
entity.

Managed Entity Deletion: This notification is used to report the deletion of an instance of this managed
entity.

Attribute Value Change: This notification is used to report changes of the user label.
Relationships:
Note that the layer network domain acts as a container for entities which provide access to a transport

layer such as trails and network trail termination points. These are contained in layer network domain
rather than a subnetwork because they can not be partitioned, asis possible for a subnetwork.
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With vpTTP: A vpLayerNetworkDomain is delimited by zero or more vpTTPs.

With vpTrail: A vpLayerNetworkDomain groups zero or more vpTrails.

With vpSubnetwork: A vpLayerNetworkDomain is partitioned into zero or more vpSubnetworks.
Semi-Formal representation:

IS DELIMITED_BY (0..*) vpTTP

GROUPS (0..*) vpTrail

IS_PARTITIONED_INTO (0..*) vpSubnetwork

Graphical representation:

vpLayerNetworkDomain

is_delimited_by

VvpTTP

I

groups

vpTrail

is partitioned_into

vpSubnetwork

1

vpL ayer NetworkDomain Query Operations:
Operation: query vpLayerNetworkDomain For Delimiting vpTTPs

INPUT PARAMETERS:
none (see Section 5.1.2)
OUTPUT PARAMETERS:
delimitingVpTTPs: set of vpTTPIds
ERROR CONDITIONS:
protocol -specific
BEHAVIOUR

Each vpTTP isdelimiting a vpLayerNetworkDomain. This operation allows the requester (client) to query
the delimiting Managed Entities. It does not affect the relationship. It matches for all the delimiting
vpTTPs. Thereply isaset of vpTTPIds.

Operation: query vpLayerNetworkDomain For existing vpTrails
INPUT PARAMETERS:
none (see Section 5.1.2)

OUTPUT PARAMETERS:
existingVpTrail: set of vpTrailld
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ERROR CONDITIONS:
protocol -specific
BEHAVIOUR

The vpLayerNetworkDomain plays arole of container for the existing vpTrails. This operation allows the
requester (client) to query the contained vpTrails. It does not affect the relationship. 1t matches for all the
contained vpTrails. The reply isaset of vpTraillds belonging to the vpLayerNetworkDomain.

Operation: query vpLayerNetworkDomain for component vpSubnetwork

INPUT PARAMETERS:
none (see Section 5.1.2)
OUTPUT PARAMETERS:
componentV pSubnetwork: vpSubnetworkld
ERROR CONDITIONS:
protocol-specific
BEHAVIOUR:
A vpLayerNetworkDomain contains one vpSubnetwork. This query is an downward query for the
contained vpSubnetwork. It does not affect the relationship. It matches for the contained vpSubnetwork
that is adirect component of the vpLayerNetworkDomain. The reply is a vpSubnetworkld.

vpL ayer NetworkDomain: vpTrail set-up operations
Operation: set up vpTrail set-up

INPUT PARAMETERS:
see Section 5.1.2, and
vpTTPa: choice of vpSubnetworkTPId, or Descriptor
vpTTPz : choice of vpSubnetworkTPld, or Descriptor
AdministrativeState (optional)

Descriptor:
interfaceld (Choice of server TTPId)
vpi (optional)
vci (optional)
trafficDescriptors (optional)
gos (optional)

OUTPUT PARAMETERS:
newVpTrail : vpTrailld
vpTTPa vpTTPId
vpTTPz: vpTTPId

ERROR CONDITIONS:
protocol -specific addressing errors
incorrectTerminationPoints : vpT TPId
reflectedTTPDisabled : vpTTPId
reflectedTTPL ocked: vpTTPId
vpTrail TerminationPointConnected : vpTTPId
non-matchingDescriptors: set of vpTTPId
operationFails

BEHAVIOUR:

This operation allows the requester (user) to set-up a point-to-point Trail between two non-connected TTPs
of the addressed Layer Network Domain, identified directly, or identified by an interface within which the
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Layer Network Domain selects a point. In the latter case, a set of optional descriptors may be provided (vpi,
vci, traffic descriptors, qos). An error condition will be raised if the termination points are incorrect (i.e. do
not belong to the Layer Network Domain), if the two TTPs are aready used, if they do not have matching
traffic descriptors, or if the Layer Network Domain is unable to provide sufficient bandwidth (operations
failure). The result of the operation is:

the creation of two TTPsand a Trail associated to both of them in the case of the Layer
Network Domain creating the vpTTPs

the creation of aTrail associated to two existing TTPsin the case of TTPs already existing in
the Layer Network Domain.

Operation: release vpTrail

INPUT PARAMETERS:

Choice of VpTTP: set of vpTTPIds
OUTPUT PARAMETERS:

released vpTrail: vpTrailld

released vpT TPs: set of vpTTPId
ERROR CONDITIONS:

protocol -specific addressing errors

incorrectTerminationPoints : vpT TPId

vpTrail TerminationPointNotConnected : vpTTPId

incorrectTrails: vpTrailld
BEHAVIOUR:

This operation allows the requester (user) to release a point-to-point Trail between two connected TTPs of
the addressed Layer Network Domain, identified directly, identified by one of the connected TTPs, or
identified by the pair of the TTPs. An error condition will be raised if the termination points are incorrect
(i.e. do not belong to the Layer Network Domain), if the two TTPs are not connected, or if the Trail is not
connected. The result of the operation is:

the deletion of two TTPs and the Trail associated to both of them.
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5.2.11 vpLinkConnection

This managed entity represents al.326 link connection, derived from the G.805 definition, i.e. "atransport
entity which transfersinformation between "ports' across alink." This entity is explicitly created by a
network management function. A linkConnection cannot be created between a composite subnetwork and
one of its component subnetwork. Only point-to-point linkConnections are supported.

vpSubnetworkTPs
vpSubnetworkTPs

vpSubnetwork vpSubnetwork

vpTopologicalLin
vpLinkConnections
Attributes

vpLinkConnection ID: This read-only attribute provides a unique name for
the managed entity instance within the management domain.

Sgnal Identification: Thisread-only attribute, set at creation, describes the signal that is transferred across
thelink. Here, it isfixed to VP.

Directionality: This attribute is always set to "hidirectional ."

User Label: Thisread/write attribute provides an arbitrary label corresponding to the connection whichis
established.

Operational State: This read-only attribute identifies whether or not this instance of the link connection
managed entity is capable of performing its normal function (i.e., transport ATM cells).

Administrative State: This read/write attribute is used to lock and unlock cell flow through the link
connection.

Notifications
Attribute Value Change: This notification is used to report changes of the user label.

Sate Change: This natification is used to report changes to the State attributes of this managed entity. The
notification shall identify the state attribute that changed, its old value, and its new value.

Managed Entity Creation: This notification is used to report the creation of an instance of this managed
entity.

Managed Entity Deletion: This notification is used to report the deletion of an instance of this managed
entity.

66



af-nm-0058.000

Relationships:

With vpTopologicalLinks: A topological link isagroup of link connections sharing the same extremities.
This relationship involves one and only one instance of the link managed entity, and zero or more instances
of the linkConnection Managed Entity.

With vpSubnetworkTPs: A vpLinkConnection has two vpSubnetworkTPs, one on each subnetwork that it
islinking. The two vpSubnetworkTerminationPoints belong to two different subnetworks.

semi-formal representation:
IS INCLUDED_IN (1) vpTopologicalLink
IS TERMINATED_BY (2) vpSubnetworkTP

graphical representation:

vcLinkConnection

isterminated by

vcSubnetwork TP

is included in

vcTopologicalLink

vpLinkConnection Query Operations:
Operation: query vpLinkConnection For Containing vpTopologicalLink

INPUT PARAMETERS:
none (see Section 5.1.2)
OUTPUT PARAMETERS:
containingVpTopologicalLinks: vpTopologicalLinkld
ERROR CONDITIONS:
protocol -specific
BEHAVIOUR

The vpTopologicalLink plays arole of container for the existing vpLinkConnections. This operation alows
the requester (client) to query the containing Managed Entities. It does not affect the relationship. It
matches for the containing vpTopologicalLink. Thereply isthe vpTopologicalLinkld.

Operation: query vpLinkConnection For terminating vpSubnetworkTPs

INPUT PARAMETERS:
none (see Section 5.1.2)
OUTPUT PARAMETERS:
terminatingSubnetworkTPs: set of subnetworkTPIds
ERROR CONDITIONS:
protocol -specific
BEHAVIOUR
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A vpLinkConnection is terminated on two vpSubnetworkTPs. This operation allows the requester (client)
to query the terminating Managed Entities. It does not affect the relationship. It matches for the two
terminating vpSubnetworkTPs. The reply is a set of two vpSubnetworkTPIds.
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5.2.12 vpSubnetwork
A subnetwork (according to G.805) is atopological component used for carrying characteristic information.
An ATM subnetwork carries ATM cells. Subnetwork are delineated by subnetwork termination points,

modeled by subnetwork TP managed entities. Note that a subnetwork may be empty. Subnetworks are
used for making subnetwork connections. This Managed Entity is specialized per layer, here the VP layer.

subNetworkTPs

T

This phase of the specification only supports automatic creation of this managed entity. Deletion is not
supported.

Attributes

Subnetwork ID: This read-only attribute provides a unique name for the managed entity instance within the
management domain.

Sgnal Identification: This attribute represents the specific format that the resource carries.
It isfixed here to the vpLayer.

user Label: This read/write attribute identifies the managing organization.
Notifications
Attribute Value Change: This notification is used to report changes of the user label.

Managed Entity Creation: This notification is used to report the creation of an instance of this Managed
Entity.

Managed Entity Deletion: This notification is used to report the deletion of an instance of this Managed
Entity.

Relationships:

With vpSubnetworkTPs: a vpSubnetwork is delineated by zero or more vpSubnetworkTPs.

With vpSubnetworkConnection: A subnetwork contains zero or more subnetwork

connections. Note that the verb “contain” does not imply here a containment relationship in the OSI

management sense.

With vpSubnetworks: A subnetwork may be partitioned into one or more subnetworks.
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With vpTopologicalLink: A composite vpSubnetwork contains vpTopol ogical Links between its component
subnetworks.

With vpTopological LinkTP: a subnetwork is delineated by zero or more vpTopologicalLinkTPs.
Semi-Formal representation:

IS DELINEATED_BY (0..*) vpSubnetwork TP

GROUPS (0..*) vpSubnetworkConnection

IS PARTITIONED_INTO (0..*) vpSubnetwork

IS LINKED_BY (0..*) vpTopologicalLink

IS DELINEATED _BY (0..*) vpTopologicalLinkTP

Graphical representation:

vpSubnetwork

is delineated by

vpSubnetwork TP

groups

vpSubnetworkConnection k—

is partitioned into

vpSubnetwork I._

is linked by

vpTopologicalLink r—

is delineated by

vpTopologicaLinkTP P—

Subnetwork Query Operations
Operation: query vpSubnetwork For delimiting vpSubnetworkTPs

INPUT PARAMETERS:
none (see Section 5.1.2)
OUTPUT PARAMETERS:
delineatingV pSubnetworkTPs : set of vpSubnetworkTPIds
ERROR CONDITIONS:
protocol-specific
BEHAVIOUR:

The subnetwork plays arole of container for the subnetworkTPs. This operation allows the requester

(client) to query the contained subnetworkTPs. It does not affect the relationship. It matches
for al the contained subnetworkTPs. The reply is a set of subnetworkTPs belonging to the subnetwork.
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Operation: query vpSubnetwork For existing vpSubnetworkConnections

INPUT PARAMETERS:
none (see Section 5.1.2)
OUTPUT PARAMETERS:
existingV pSubnetworkConnection: set of vpSubnetworkConnectionld
ERROR CONDITIONS:
protocol-specific
BEHAVIOUR

The subnetwork plays arole of container for the existing subnetworkConnections. This operation allows
the requester (client) to query the contained subnetworkConnections. It does not affect the relationship. It
matches for all the contained subnetworkConnections. Thereply isaset of subnetworkConnectionlds
belonging to the subnetwork.

Operation: query vpSubnetwork for component vpSubnetworks

INPUT PARAMETERS:

none (see Section 5.1.2)
OUTPUT PARAMETERS:

componentV pSubnetworks : set of vpSubnetworklds
ERROR CONDITIONS:

protocol -specific, and

unpartitionedSubnetwork : Subnetworkld
BEHAVIOUR:
A subnetwork may be partitioned in lower-level subnetworks. This query is an downward query the
corresponding direct component subnetworks for component subnetworks. There may be more than one
component subnetworks. The addresses subnetwork plays arole of container for the existing
subnetworkConnections. This operation allows the requester (client) to query the component subnetworks.
It does not affect the relationship. The query raises an error condition if the subnetwork is at the lowest-
level of partitioning. It matches for all the component Subnetworks. The reply isaset of component
subnetworks.

Operation: query vpSubnetwork for vpTopologicalLinks between its component vpSubnetworks

INPUT PARAMETERS:
set of component vpSubnetworklds (optional)
OUTPUT PARAMETERS:
containedV pTopologicalLinks : set of vpTopologicalLinklds
ERROR CONDITIONS:
protocol -specific, and
unpartitionedSubnetwork : Subnetworkld
BEHAVIOUR

Each topologicalLink connects two component subnetworks. This operation allows the requester (client) to
guery the composite subnetwork for the contained topological Links. It does not affect the relationship. It
matches for all the contained topologicalLinks. The reply is a set of topologicalLinklds.

Operation: query vpSubnetwork For Connecting vpTopologicalLinkTPs
INPUT PARAMETERS:
none (see Section 5.1.2)

OUTPUT PARAMETERS:
connectingVpTopologicalLinkTPs ; set of vpTopologicalLinkTPIds
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ERROR CONDITIONS:
protocol-specific
BEHAVIOUR

Each vpTopologicalLinkTP is connecting vpSubnetworks. This operation allows the requester (client) to
guery the connecting Managed Entities. It does not affect the relationship. It matches for all the connecting
vpTopologicalLinkTPs. Thereply isaset of vpTopologicalLinkTPIds.

Subnetwork: Subnetwor kConnection management operations
Operation: set up vpSubnetworkConnection

INPUT PARAMETERS:
see Section 5.1.2, and
snTPa: choice of subnetworkTPId, or Descriptor
snTPz : choice of subnetworkTPId, or Descriptor
AdministrativeState (optional)

Descriptor:
interfaceld (Choice of subnetworkTPId, or server TTPId)
vpi (optional)
vci (optional)
trafficDescriptors (optional)
gos (optional)
OUTPUT PARAMETERS:
newSNC : SNCId
snTPa: subnetworkTPId
snTPz: subnetworkTPId
ERROR CONDITIONS:
protocol -specific addressing errors
incorrectTerminationPoints : subnetworkTPId
reflectedTPDisabled : subnetworkTPId
reflectedTPLocked: subnetworkTPId
subnetworkTerminationPointConnected : subnetworkTPId
non-matchingDescriptors: set of subnetworkTPId
operationFails
BEHAVIOUR:

This operation allows the requester (user) to set-up a point-to-point connection between two non-connected
subnetworkTPs of the addressed subnetwork. The subnetworkTPs to connect are identified directly or
indirectly. In the latter case, a set of optional descriptors may be provided (vpi, vci, traffic descriptors, gos).
An error condition will be raised if the termination points are incorrect (e.g. do not belong to the
subnetwork), if the two subnetworkTPs are already used, if they do not have matching traffic descriptors,
or if the subnetwork is unable to provide sufficient bandwidth (operations failure). The result of the
operation is:

the creation of two subnetworkTPs and a subnetworkConnection associated to both of them in the

case of the subnetwork creating the subnetworkTPs

the creation of a subnetworkConnection associated to two existing subnetworkTPs in the case of

subnetworkTPs already existing in the subnetwork.

Operation: release vpSubnetworkConnection
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INPUT PARAMETERS:
none (see Section 5.1.2)
Choice of subnetworkTP : set of subnetworkTPIds
OUTPUT PARAMETERS:
vpSubnetworkConnectionlD: vpSubnetworkConnectionld
rel eased subnetworkTPs: set of subnetworkTPId
ERROR CONDITIONS:
protocol -specific addressing errors
incorrectV psubnetworkTPs : subnetworkTPIds
subnetwork TPNotConnected : subnetworkTPId
incorrectsubnetworkConnection: subnetworkConnectionld
BEHAVIOUR

This operation alows for the release of an vpSubnetworkConnection between two connected
subnetworkTPs of the same subnetworks, the subnetworkConnection or the subnetworkTPs involved being
identified directly. It matches for the subnetworkConnection or the subnetworkTP. The reply isthe
released subnetworkConnectionl D and the released subnetworkTPs.
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5.2.13 vpSubnetworkConnection

This managed entity represents a G.805 subnetwork connection (SNC), i.e. "atransport entity which
transfers information across a subnetwork. It is formed by the association of "ports" at the boundary of the
subnetwork." This entity is explicitly created by a network management function.

A subnetwork connection in a composite subnetwork consists of a series of subnetworkConnections and
vpLinkConnections. A subnetworkConnection cannot be created between a composite subnetwork and one
of its component subnetwork. The figure below shows this relationship (in this Figure, subnetwork
connection SNC1 is decomposed as follows: SNC1=SNC1.1+L C1-2+SNC1.2+L C2-3+SCN1.3).

SNC1

SNC1.1 LC1-2 SNC1.2 LC2-3 SNC1.3

SubNetwork1.1 SubNetwork1.2 SubNetwork1.3

subnetwork TP

SNC: subnetworkConnection
LC: linkConnection

Attributes

vpSubnetworkConnection ID:  This read-only attribute provides a unique name for the managed entity
instance within the management domain.

Directionality: This attribute is always set to "bidirectional .”

Operational State: This read-only attribute identifies whether or not this instance of the subnetwork
connection managed entity is capable of performing its normal function (i.e., transport ATM cells).

Administrative State: This read/write attribute is used to lock and unlock cell flow through the subnetwork
connection.

User Label: This read/write attribute identifies the customer to which the service is delivered.
Notifications

Sate Change: This naotification is used to report changes to the State attributes of this managed entity. The
notification shall identify the state attribute that changed, its old value, and its new value.

Attribute Value Change: This notification is used to report changes of the user label.

Managed Entity Creation: This notification is used to report the creation of an instance of this Managed
Entity.

Managed Entity Deletion: This notification is used to report the deletion of an instance of this Managed
Entity.
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Relationships:
With subnetworkTPs: A subnetwork connection has at |east two subnetworkTPs.

With subnetworkConnections and vpLinkConnections: A composite subnetworkConnection is made of
multiple linkConnections (at least one) and inner subnetworkConnections (at least two).

Semi-formal representation:

IS TERMINATED_BY (2) subnetworkTPs

IS MADE_OF (0..*) linkConnection -- composite case: at |east one

IS MADE_OF (0..*) subnetworkConnection -- composite case: at least two

Graphical representation:

vpSubnetworkConnection

isterminated by

vpSubnetwork TP

is made of

vpSubnetworkConnection |.—

is made of

vpLinkConnection |‘—

subnetwor kConnection: subnetwor kConnection query operations

Operation: query subnetworkConnection For terminating subnetworkTPs

INPUT PARAMETERS:

none (see Section 5.1.2)
OUTPUT PARAMETERS:

terminatingSubnetworkTPs: set of subnetworkTPIds
ERROR CONDITIONS:

protocol -specific

BEHAVIOUR:

A point-to-point subnetworkConnection is terminated on two subnetwork TerminationPoints. This operation
allows the requester (client) to query the terminating Managed Entities. It does not affect the relationship. It
matches for the two terminating subnetworkTPs. Thereply is a set of subnetworkTPIds.

Operation: query vpSubnetworkConnection For Component vpSubnetworkConnections

INPUT PARAMETERS:
none (see Section 5.1.2)
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OUTPUT PARAMETERS:

componentSubnetworkConnections: set of subnetworkConnectionlds
ERROR CONDITIONS:

protocol-specific
BEHAVIOUR:

A subnetworkConnection in a partitioned subnetwork can be decomposed into link connections and
subnetwork connections. This query allows the requester (client) to query the component subnetwork
connections (linkConnection can be derived indirectly, once the component subnetwork connections are
known). It does not affect the relationship. It matches for all subnetworkConnections. Thereply is a set of
subnetworkConnectionlds.
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5.2.14 vpSubnetworkTP

The subnetworkTP Managed Entity terminates a subnetworkConnection or linkConnection on a
subnetwork. Each subnetworkTP refers to a CTP or a TTP managed entity, and therefore alows a single
representation of the network resources. As an example, a subnetwork may be partitioned into component
subnetwork several times. Rather than creating a new CTP or TTP for each layer of decomposition, this
approach to keep the CTP or TTP at the lowest layer, and to refer to them using subnetworkTPs. It
represents the relationship between the endpoints of composite subnetworks supported by the same
resource. This entity is explicitly created by a network management function.

subNetwork1

snTP1Z

*TPLIA SiNanoid Ty gSHawoidZ) aTPLaz

(0] (o}
CTPA or CTPU or CTPV or CTPW or CTPX or nCTPZ or
TTPA TTPU TTPV TTPW TTPX nTTPZ

Attributes:

SubnetworkTP ID: This read-only attribute provides a unique name for the managed entity instance within
the management domain.

Notifications:

Managed Entity Creation: This notification is used to report the creation of an instance of this Managed
Entity.

Managed Entity Deletion: This notification is used to report the deletion of an instance of this Managed
Entity.

Relationships:

With vpCTP/TTPs: Each subnetworkTP reflects the underlying CTP, or possibly underlying TTP.
With vpSubnetwork: each subnetworkTP delineates a subnetwork.

With vpLinkConnection: each subnetworkTP terminates a linkConnection.

With vpSubnetworkConnection: each subnetworkTP terminates a subnetworkConnection.

Semi-formal representation:
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REFLECTS (0..1) vpCTP

REFLECTS (0..1) vpTTP

DELINEATES (1) subnetwork

TERMINATES (0..1) vpLinkConnection
TERMINATES (0..1) vpSubnetworkConnection

Graphical representation:

vpSubnetwork TP

reflects

vpCTP

O——

reflects

VvpTTP

oO—

delineates

vpSubNetwork

terminates

vpLinkConnection

[

terminates

vpSubnetworkConnection

T

subnetwor kTP: subnetwor kTP Query Operations
Operation: query subnetworkTPs For delimited subnetwo
INPUT PARAMETERS:

none (see Section 5.1.2)
OUTPUT PARAMETERS:

rk

delineatedSubnetwork : subnetworklds

ERROR CONDITIONS:
protocol -specific
BEHAVIOUR:

af-nm-0058.000

The subnetwork plays arole of container for the subnetworkTPs. This operation allows the requester
(client) to query the containing subnetwork for a given subnetworkTP. It does not affect the relationship. It

matches for the delineated subnetwork. The reply is a subnetworkld.

Operation: query subnetworkTP For terminated vpLinkConnection
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INPUT PARAMETERS:
none (see Section 5.1.2)
OUTPUT PARAMETERS:
terminatedV pLinkConnections: vpLinkConnectionlds
ERROR CONDITIONS:
protocol-specific
BEHAVIOUR

A linkConnection is terminated on two subnetworkTPs. This operation allows the requester (client) to
guery the terminated linkConnection. It does not affect the relationship. It matches for the terminated
linkConnection. The reply is an linkConnectionld.

Operation: query subnetworkTP For terminated subnetworkConnection

INPUT PARAMETERS:

none (see Section 5.1.2)
OUTPUT PARAMETERS:

terminatedSubnetwork Connection: subnetworkConnectionld
ERROR CONDITIONS:

protocol-specific

A point-to-point subnetworkConnection is terminated on two subnetworkTPs. This operation allows the
requester (client) to query the terminated subnetwork Connection. It does not affect the relationship. It
matches for the terminated subnetworkConnection. The reply is a subnetworkConnectionld.

Operation: query subnetworkTP For associated TTPs and CTPs

INPUT PARAMETERS:

none (see Section 5.1.2)
OUTPUT PARAMETERS:

associatedTP:CTPId or TTPId
ERROR CONDITIONS:

protocol-specific

Each subnetworkTP is associated with a CTP or TTP. This operation allows the requester (client) to query
the associated Managed Entity. It does not affect the relationship. It matches for the associated CTP or
TTP. Thereply isaCTPId or TTPId.

Operation: associate subnetworkTP with supporting CTP or TTP

INPUT PARAMETERS:
none (see Section 5.1.2)
associatedCTPorTTPId
OUTPUT PARAMETERS:
associatedTTPorCTP: associated CTPId or TTPId
ERROR CONDITIONS:
protocol-specific
BEHAVIOUR

Each subnetworkTP is supported by either aCTP or a TTP, which provides transport for it. This operation

allows the requester (client) to associate the subnetwork TP with asingle desired CTP or TTP. This
operation may take place at the creation of the subnetworkTP. Thereply isthe associated CTP or TTP Id.
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5.2.15 vpTopologicalLink

A link isatopological component which describes a fixed relationship between two subnetworks. A
topological link isalink between two subnetworks. There can be multiple topological links between
subnetworks. A topological link cannot be created between a composite subnetwork and one of its
component subnetworks. This entity is explicitly created by the network management system.

topologicalLinkTP

topologicalLink

Attributes

vpTopologicalLink ID: This read-only attribute provides a unique name for the managed entity instance
within the management domain.

Sgnal Identification: Thisread-only attribute, set at creation, describes the signal that istransferred across
thelink. Here, it isfixed to VP.

Directionality: This attribute is aways set to "bidirectional."

Operational State: Thisread-only attribute identifies whether or not this instance of the link managed
entity is capable of performing its normal function (i.e., transport ATM cells).

provisioned Bandwidth: This read/write attribute i dentifies the maximum amount of bandwidth configured
for thelink.

available Bandwidth: This read-only attribute identifies the amount of bandwidth left on the link.
Notifications
Attribute Value Change: This notification is used to report changes of the bandwidth values.

Sate Change: This natification is used to report changes to the State attributes of this managed entity. The
notification shall identify the state attribute that changed, its old value, and its new value.

Managed Entity Creation: This notification is used to report the creation of an instance of this Managed
Entity.

Managed Entity Deletion: This notification is used to report the deletion of an instance of this Managed
Entity.

Relationships:
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With linkConnections: A topologicalLink isagroup of link connections sharing the same extremities. This
relationship involves one and only one instance of the topologicalLink managed entity, and zero or more
instances of the linkConnection managed entity.

With topological LinkTP: A topologicalLink has two termination points, one on each subnetwork that it is
linking.

With subnetwork: One topologicalLink has arelationship with the two and only two subnetworksthat it is
linking. A topologicalLink cannot exists without the subnetworks being identified.

semi-formal representation:

GROUPS (0..*) vpLinkConnections

IS TERMINATED_BY (2) vpTopologicaLinkTP
LINKS (2) vpSubnetwork

graphical representation:

vpTopologicalLink

isterminated by

vpTopologicalLinkTP

groups

vpLinkConnection P—

links

2

vpSubNetwork

vpTopologicalLink Query Operations:
Operation: query vpTopological Link For Contained vpLinkConnections

INPUT PARAMETERS:
none (see Section 5.1.2)
OUTPUT PARAMETERS:
containedLinkConnections; set of linkConnectionlds
ERROR CONDITIONS:
protocol-specific
BEHAVIOUR

ThetopologicalLink plays arole of container for the existing linkConnections. This operation allows the

requester (client) to query the contained managed entities. It does not affect the relationship. Thereply isa
set of linkConnections belonging to the topologicalLink.
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Operation: query vpTopologicalLink For Terminating vpTopologicalLinkTPs

INPUT PARAMETERS:
none (see Section 5.1.2)
OUTPUT PARAMETERS:
terminatingTopologicalLinkTPs; set of topologicalLinkTPIds
ERROR CONDITIONS:
protocol-specific
BEHAVIOUR

Each topologicalLink is terminated by two topologicalLinkTPs. This operation allows the requester (client)
to query the terminating managed entities. It does not affect the relationship. It matches for the terminating
topologicalLinkTPs. Thereply isaset of topologicalLinkTPs belonging to the topologicalLink.

Operation: query vpTopologicalLink For Delineated vpSubnetworks

INPUT PARAMETERS:
none (see Section 5.1.2)
OUTPUT PARAMETERS:
delineatedSubnetworks: set of subnetworklds
ERROR CONDITIONS:
protocol -specific
BEHAVIOUR

Each topologicalLink delineates two subnetworks. This operation allows the requester (client) to query the
delineated managed entities. It does not affect the relationship. It matches for the two delineated
subnetworks. The reply is a set of two subnetworklds.

vpTopologicalLink: vpLinkConnection management oper ations
Operation: set up vpLinkConnection

INPUT PARAMETERS:
see Section 5.1.2, and
snTPa: choice of subnetworkTPId, or Descriptor
snTPz : choice of subnetworkTPId, or Descriptor

Descriptor:
interfaceld (Choice of subnetworkTP, or server TTPId, or topologicaLinkTP,
or topologicalLink, or subnetworkld)
vpi (optional)
vci (optional)
trafficDescriptors (optional)
gos (optional)
OUTPUT PARAMETERS:
newV pLinkConnection : vpLinkConnectionld
snTPa: subnetworkTPId
snTPz: subnetworkTPId
ERROR CONDITIONS:
protocol -specific addressing errors, and
incorrectTerminationPoints : subnetworkTPId
reflectedTPDisabled : subnetworkTPId
reflectedTPLocked: subnetworkTPId
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topological LinkL ocked: topologicalLinkld
subnetworkTerminationPointlnUse : subnetworkTPId
non-matchingDescriptors: set of subnetworkTPId
operationFails

BEHAVIOUR:

This operation allows the requester (user) to set-up alinkConnection between two non-connected
subnetworkTPs of two subnetworks, identified directly or indirectly. In the latter case, a set of optional
descriptors may be provided (vpi, vci, traffic descriptors, qos). An error condition will be raised if the
subnetworkTPs are incorrect (e.g. do not belong to the subnetwork), if the two subnetworkTPs are already
used, if they do not have matching traffic descriptors, or if the subnetwork is unable to provide sufficient
bandwidth (operations failure). The result of the operation is:

the creation of two subnetworkTPs and an linkConnection associated to both of them in the case of
the subnetwork creating the subnetworkTPs

the creation of alinkConnection associated to two existing subnetworkTPs in the case of
subnetworkTPs already existing in the subnetwork.

This operation applies only if both subnetworks to be connected are visible to the requester.
Operation: release vpLinkConnection

INPUT PARAMETERS:
none (see Section 5.1.2)
Choice of subnetworkTP : set of subnetworkTPIds
OUTPUT PARAMETERS:
vpSubnetworkConnectionlD: vpSubnetworkConnectionld
released subnetworkTPs: set of subnetworkTPId
ERROR CONDITIONS:
protocol -specific addressing errors
incorrectSubnetworkTPs : subnetworkTPIds
subnetwork TPNotConnected : subnetworkTPId
incorrectLinkConnection: linkConnectionld
BEHAVIOUR

This operation allows for the release of alinkConnection between two connected subnetworkTPs of the
two different subnetworks, the linkConnection or the subnetworkTPs involved being identified directly. It
matches for the subnetworkConnection or the subnetworkTP. The reply is the released
subnetworkConnectionl D and the rel eased subnetworkTPs.
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5.2.16 vpTopologicalLinkTP

This managed entity is used to represent the termination of atopologicalLink at the VP-layer. When a
network is managed only at the VP-layer, the vpLink managed entity is used to store any link-level
configuration data. This managed entity is created by the management system.

topologicalLinkTP

topologicalLink

Attributes

vpTopologicalLink ID: This read-only attribute provides a unique name for the managed entity instancein
the subnetwork.

Provisioned Bandwidth: see vpTopologicalLink managed entity definition
Available Bandwidth: see vpTopologicalLink managed entity definition

VPI Range: This read/write parameter identifies the maximum number of contiguous VPI hits, starting
from the least significant hit, that may be used over the link.

Notifications

Managed Entity Creation: This notification is used to report the creation of an instance of this managed
entity.

Managed Entity Deletion: This notification is used to report the deletion of an instance of this managed
entity.

Attribute Value Change: This notification is used to report changes to the attribute changes of this
managed entity. The notification shall identify the attribute that changed, its old value, and its new value.

Relationships

With vpTopologicalLink: Each vpTopologicalLink may be terminated by an instance of the
vpTopologicalLinkTP managed entity.

With vpSubnetwork: One vpTopological LinkTP managed entity is associated with one and only one
vpSubnetwork.

semi-formal representation:

IS ASSOCIATED_WITH (1) vpSubnetwork
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IS_ASSOCIATED_WITH (1) tcAdaptorTTP
TERMINATES (0..1) vpTopologicalLink
GROUPS (0..*) vpSnTPs

graphical representation:

vpTopologicalLinkTP

is associated with

vpSubnetwork

terminates

vpTopologicallLink [O——

is associated with

tcAdaptor

groups

vpSnTP P—

vpTopologicalLinkTP: vpTopologicalLinkTP Query Operations

Operation: query vpTopological Link TP For Terminated vpTopologicalLink

INPUT PARAMETERS:
none (see Section 5.1.2)
OUTPUT PARAMETERS:
terminatedT opologicalLinks: set of topologicalLinklds
ERROR CONDITIONS:
protocol -specific
BEHAVIOUR:

Each topologicalLink is terminated by two topologicalLinkTPs. This operation allows the requester (client)
to query the terminated topologicalLink. It does not affect the relationship. It matches for terminated
topologicalLink. Thereply is an topologicalLinkld.

Operation: query vpTopological LinkTP For Delineated vpSubnetwork

INPUT PARAMETERS:

see Section 5.1.2
OUTPUT PARAMETERS:

delineatedSubnetworks: subnetworklds
ERROR CONDITIONS:

protocol -specific
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BEHAVIOUR

Each topologicalLinkTP delineates a subnetwork. This operation allows the requester (client) to query the
delineated subnetwork. It does not affect the relationship. It matches for the delineated subnetwork. The
reply is a subnetworklds.

Operation: query vpLinkTP For associated tcAdaptorTTP

INPUT PARAMETERS:
none (see Section 5.1.2)
OUTPUT PARAMETERS:
associatedVpTTP: tcAdaptorTTPId

ERROR CONDITIONS:
protocol-specific
BEHAVIOUR

Each vpTopologicalLinkTP is associated with atcAdaptorTTP. This operation allows the requester (client)
to query for the associated managed entity. It does not affect the relationship. It matches for the associated
tcAdaptorTTP. The reply isthe associated tcAdaptor TTP.

Operation: associate vpTopological Link TP with supporting tcAdaptorTTP

INPUT PARAMETERS:
none (see Section 5.1.2)
associatedTcAdaptorTTP
OUTPUT PARAMETERS:
associatedTcAdaptorTTP: tcAdaptorTTPId
ERROR CONDITIONS:
protocol-specific
BEHAVIOUR

Each vpTopologicalLinkTP at the VP-level is supported by a tcAdaptor TTP managed entity, which
provides transport for it. This operation allows the requester (client) to associate the vpTopologicaLink TP
with asingle tcAdaptor TTP. This operation may take place at the creation of the vpTopologicalLinkTP or
of the vpTopologicaLinkTP. The reply isthe associated tcAdaptorTTP.
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5.2.17 vpTrail

This managed entity representsan 1.326 VP Trail. The vpTrail is always bidirectional. ThevpTrail is
terminated by vpTTP. This entity is specialized for the ATM VP layer. This entity is created by the
management system.

vpTTP

MetworkDomain

N

vpTrail

Attributes

vpTrail ID: Thisread-only attribute provides a unique name for the managed entity instance within the
management domain.

Sgnal Identification: This attribute represents the type of characteristic information carried by the trail.
Here, itisfixed to VP.

Directionality: This attribute represents the ability of atrail to carry traffic in one or two directions. For the
vpTrail, thisvalue of this attribute is fixed to “bidirectional.”

User Label: This read/write attribute identifies the customer to which the serviceis delivered
Administrative State:  This read/write attribute is used to lock and unlock the cell flow through the vpTrail.

Operational State: This read-only attribute identifies whether or not the managed entity is capable of
performing its normal functions (i.e., in-service or out-of-service).

Notifications

Managed Entity Creation: This notification is used to report the creation of an instance of this managed
entity.

Managed Entity Deletion: This notification is used to report the deletion of an instance of this managed
entity.

Attribute Value Change: This notification is used to report changes to the user label.

Sate Change: This notification is used to report changes to the states of this managed entity. The
notification shall identify the state attribute that changed, its old value, and its new value.

Relationships:
With vpTTPBidirectional: Each Vp trail isterminated by vpTrail TerminationPointsBidirectional.

Semi-formal representation:
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IS TERMINATED_BY (2) vpTTPBidirectional

Graphical representation:

vpTrail

isterminated by 2

vpTTP

vpTrail: vpTrail query operations
Operation: query vpTrail For terminating TTPs

INPUT PARAMETERS:

none (see Section 5.1.2)
OUTPUT PARAMETERS:

terminatingT TPs: set of TTPIds
ERROR CONDITIONS:

protocol-specific
BEHAVIOUR

A vpTrail isterminated on two vpTTPs. This operation allows the requester (client) to query the
terminating TTPs. It does not affect the relationship. It matches for the associated TTPs. Thereply isaset
of two TTPIds.

The layer network domain is defined to support the requirement for independent layer management, here
the VP layer.

An ATM layer is concerned with the generation and transfer of characteristic information, i.e. ATM cells.
The layer network domain managed entity represents the part of the ATM layer which is available to a
managing system through the M4 interface. It contains only managed entities from a single ATM layer,
here the VP layer.

For example a managing system may wish to view the VP layer independently of the VP layer. In that case
all the VP resources are part of the VP layer network domain. The VPs in the VP layer network domain
may be configured independently of the use of the VPs within that layer network domain.

There may be several layer network domains within a single network.

It is assumed that the layer network domain is created automatically at the installation of the superior
network. The automatic creation of instances of this managed entity shall be reported over the M4 interface
to the managing system.

The managing system may subsequently create and delete other instances of the layer network domain
provided there are no dependent entities.

Attributes
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Sgnal Identification: This read-only attribute represents the characteristic information of the layer network
domain. Here, it isfixed to VP.

User Label: Thisread/write attribute allows a manager to represent additional information about the layer
network domain

Notifications

Managed Entity Creation: This notification is used to report the creation of an instance of this managed
entity.

Managed Entity Deletion: This notification is used to report the deletion of an instance of this managed
entity.
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5.2.18 vcCTP

This managed entity is used to represent the termination of VC connections on an ATM subnetwork. An
instance of the veSubnetworkConnection or of an vcLinkConnection managed entity may be used to relate
two instances of the VC Connection Termination Point managed entity (i.e., for point-to-point cross
connection).

Instances of this managed entity may be created automatically by the subnetwork, as aresult of a
connection (link or subnetwork) being created, or explicitly by the management system. Similarly,
instances of this managed entity may be deleted automatically by the subnetwork, as aresult of a
connection release request, or explicitly by the management system.

Attributes

vcCTP ID: Thisread-only attribute provides a unique name for the managed entity instancein the
subnetwork.

VCI Value: Thisread-only attribute identifies the VCl value associated with the VC connection being
terminated.

Traffic Descriptors: This read/write attribute identifies values for the following traffic descriptors:

- Ingress and Egress Peak Cell Rate for CLP=0+1 Traffic

- Ingress and Egress Peak Cell Rate for CLP=0 Traffic (Optional)

- Ingress and Egress CDV Tolerance for CLP=0+1 Traffic

- Ingress and Egress CDV Tolerance for CLP=0 Traffic (Optional)

- Ingress and Egress Sustainable Cell Rate for CLP=0 and CLP=0+1 Traffic (Optional)
- Ingress and Egress Burst Tolerance for CLP=0 and CLP=0+1 Traffic (Optional)

QOSClass: Thisread/write attribute identifies the QOS class assigned to the VC connection.
User Label: This read/write attribute identifies the customer to which the service is delivered.

Operational State: This read-only attribute identifies whether or not the VV C connection termination is
capable of performing its normal functions (in-service or out-of-service).

Notifications

Alarm: This message is used to notify the management system when afailure has been detected or cleared.
The following parameters shall be supplied with this notification:

- The Nature of the Alarm (i.e., see generic trouble list)

- Specific Problems (optional)

- ThelD of the Managed Entity Reporting the Alarm

- TheFailed Switch Component or List of Failed (or Possibly Failed) Components

- Back-up Status (optional)
ThisisaBoolean indication asto whether or not the failed entity has been
backed-up.

- Back-up Entity (optional)
Thisisthe ID of the managed entity providing back-up services to the failed
entity. This parameter shall be NULL when the value of the "Back-up Status’
parameter is false.
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- Severity of Failure (critical, major, minor, warning, indeterminate, and cleared)
- Additional Information (optional)

- Proposed Repair Actions (optional)

- Time and Date Failure was Detected

Attribute Value Change: This notification is used to report changes to the Traffic Descriptor changes. The
notification shall identify the attribute that changed, its old value, and its new value.

Sate Change: This notification is used to report changes to the states of this managed entity. The
notification shall identify the attribute that changed, its old value, and its new value.

Managed Entity Creation: This notification is used to report the creation of an instance of this managed
entity.

Managed Entity Deletion: This notification is used to report the deletion of an instance of this managed
entity.

Relationships

With veTTPBIdirectional: Zero or one instance of the vcT TP managed entity may exist for each instance of
a vcCTP managed entity.

With subnetworkTer minationPoint: Zero or more of the veCTP managed entity may exist for each instance
of a subnetworkTP managed entity.

Semi-formal representation:
IS_ASSOCIATED_WITH (0..1) vcTTP
SUPPORTS (0..*) vcSubnetwork TP

Graphical representation:

| vcCTP |

is associated with

vcTTP e

terminates

vcSubnetwork TP }—

vcConnectionTerminationPoint: vcConnectionT er minationPoint Query Operations
Operation: query vcCTP for associated veTTP

INPUT PARAMETERS:
none (see Section 5.1.2)
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OUTPUT PARAMETERS:

associatedVcTTP: veTTPId
ERROR CONDITIONS:

protocol-specific
BEHAVIOUR:

Each vcCTP is associated with zero or one veTTP. This operation allows the requester (client) to query the
associated veTTP for agiven veCTP. It does not affect the relationship. It matches for the associated
VCTTP. Thereply isavcTTPId.

Operation: query vcCTP for associated subnetwork TP

INPUT PARAMETERS:
none (see Section 5.1.2)
OUTPUT PARAMETERS:
associatedSubnetwork TP : subnetworkTPId
ERROR CONDITIONS:
protocol-specific
BEHAVIOUR:

Each vcCTP is associated with zero or one subnetworkTP. This operation allows the requester (client) to
guery the associated subnetworkTP for a given veCTP. It does not affect the relationship. 1t matches for
the associated subnetworkTP. The reply is a subnetworkTPId.

vcConnectionTer minationPoint: vcConnectionT er minationPoint L oopback Operation
Operation: loopback vcTrail at veCTP

INPUT PARAMETERS:
none (see Section 5.1.2)
loopbackType: end-to-end, segment
loopbackL ocation: interfaceld
OUTPUT PARAMETERS:
loopbackResults: passed or failed
ERROR CONDITIONS:
protocol-specific
BEHAVIOUR

This operation is used to request that the vcCTP insert aloopback OAM cell into the ATM cell stream,
verify itsreturn, and report the results of the loopback (i.e., passed or failed) back to the management
system. Along with each request will be the location where the inserted OAM cell shall loop-back and an
indication as to whether a segment or end-to-end OAM cell shall be used. The Loopback Location Code
which indicates where the loopback is to take place may be used to identify the loopback location.
Additionally, aglobally unique default value (e.g., "end-point") may also be used to perform aloopback at
the other end of avcTrail.
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5.2.19 vcTTP

This managed entity represents the point in the ATM subnetwork where the VC Trail and associated
overhead (F5 OAM cells) are terminated/originated. Management systems shall configure/remove VC Trail
Terminationsin the ATM subnetwork by creating/del eting instances of this managed entity.

Managed entities that represent AAL functions performed above VC Trail termination points are for further
study.

Attributes

VC TTP ID: Thisread-only attribute provides a unique name for the managed entity instance in the ATM
subnetwork.

Operational State: This read-only attribute identifies whether or not the managed entity is capable of
performing its normal functions (i.e., enabled or disabled).

Notifications

Managed Entity Creation: This notification is used to report the creation of an instance of this managed
entity.

Managed Entity Deletion: This notification is used to report the deletion of an instance of this managed
entity.

Sate Change: This natification is used to report changes to the Operational State attribute of this managed
entity. The naotification shall identify the state attribute that changed, its old value, and its new value.

Relationships

With veCTPs: Zero or one instance of the VC Trail Termination managed entity may exist for each instance
of a vcConnectionTerminationPoint managed entity.

With vcTrail: A vcTrail isterminated by two vcTrail TerminationPoints.
Semi-formal representation:

IS_ASSOCIATED_WITH (0..1) vcCTP

TERMINATES (0..1) vcTrail

Graphical representation:
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VCTTP

is associated with

VeCTP N

terminates

vcTrail

VCTTP: vcTTP Query Operations

Operation: query vcTTP for associated vcCTP

INPUT PARAMETERS:

none (see Section 5.1.2)
OUTPUT PARAMETERS:

associatedVcCTP : veCTPId
ERROR CONDITIONS:

protocol-specific
BEHAVIOUR:

Each vcTTP is associated with zero or one veCTP. This operation allows the requester (client) to query the
associated veCTP. It does not affect the relationship. It matches for the associated veCTP. Thereply isa
vcCTPId.

Operation: query vcTTP For terminated vcTrail

INPUT PARAMETERS:

none (see Section 5.1.2)
OUTPUT PARAMETERS:

terminatedTrail: vcTrailld
ERROR CONDITIONS:

protocol-specific
BEHAVIOUR

AnvcTrail isterminated on two vc- or vp-Trail TerminationPoints. This operation allows the requester
(client) to query the terminated vcTrail. It does not affect the relationship. It matches for the associated
vcTrail. Thereply isavcTrailld.

VvCTTP: vcTTP Loopback Operation
Operation: loopback vcTrail at veTTP

INPUT PARAMETERS:
see Section 5.1.2, and
loopbackType: end-to-end, segment
loopbackL ocation: interfaceld
OUTPUT PARAMETERS:
loopbackResults: passed or failed
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ERROR CONDITIONS:
protocol-specific
BEHAVIOUR

This operation is used to request that the veTTP insert aloopback OAM cell into the ATM cell stream,
verify itsreturn, and report the results of the loopback (i.e., passed or failed) back to the management
system. Along with each request will be the location where the inserted OAM cell shall loop-back and an
indication as to whether a segment or end-to-end OAM cell shall be used. The Loopback Location Code
attribute value of the UNI, interNNI, or intraNNI where the loopback is to take place may be used to
identify the loopback location. Additionally, aglobally unique default value (e.g., "end-point™) may also
be used to perform aloopback at the other end of avcTrail.
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5.2.20 vpCTP

This managed entity is used to represent the termination of VP connections on an ATM subnetwork. An
instance of the vpSubnetworkConnection or of an vpLinkConnection managed entity may be used to relate
two instances of the VP Connection Termination Point managed entity (i.e., for point-to-point cross
connection).

Instances of this managed entity may be created automatically by the subnetwork, as aresult of a
connection (link or subnetwork) being created, or explicitly by the management system. Similarly,
instances of this managed entity may be deleted automatically by the subnetwork, as aresult of a
connection release request, or explicitly by the management system.

Attributes

vpCTP ID: Thisread-only attribute provides a unique name for the managed entity instance in the
subnetwork.

VPI Value: Thisread-only attribute identifies the VPI value associated with the VP connection being
terminated.

Traffic Descriptors: This read/write attribute identifies values for the following traffic descriptors:

- Ingress and Egress Peak Cell Rate for CLP=0+1 Traffic

- Ingress and Egress Peak Cell Rate for CLP=0 Traffic (Optional)

- Ingress and Egress CDV Tolerance for CLP=0+1 Traffic

- Ingress and Egress CDV Tolerance for CLP=0 Traffic (Optional)

- Ingress and Egress Sustainable Cell Rate for CLP=0 and CLP=0+1 Traffic (Optional)
- Ingress and Egress Burst Tolerance for CLP=0 and CLP=0+1 Traffic (Optional)

QOSClass: Thisread/write attribute identifies the QOS class assigned to the VP connection.
User Label: This read/write attribute identifies the customer to which the service is delivered.

Operational State: This read-only attribute identifies whether or not the VP connection termination is
capable of performing its normal functions (in-service or out-of-service).

Notifications

Alarm: This message is used to notify the management system when afailure has been detected or cleared.
The following parameters shall be supplied with this notification:

- The Nature of the Alarm (i.e., see generic trouble list)

- Specific Problems (optional)

- ThelD of the Managed Entity Reporting the Alarm

- The Failed Switch Component or List of Failed (or Possibly Failed) Components

- Back-up Status (optional)
ThisisaBoolean indication asto whether or not the failed entity has been
backed-up.

- Back-up Entity (optional)
Thisisthe ID of the managed entity providing back-up services to the failed
entity. This parameter shall be NULL when the value of the "Back-up Status'
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parameter is false.
- Severity of Failure (critical, major, minor, warning, indeterminate, and cleared)
- Additional Information (optional)
- Proposed Repair Actions (optional)
- Time and Date Failure was Detected

Attribute Value Change: This notification is used to report changes to the Traffic Descriptors of this
managed entity . The notification shall identify the attribute that changed, its old value, and its new value.

Sate Change: This natification is used to report changes of the states of this managed entity . The
notification shall identify the attribute that changed, its old value, and its new value.

Managed Entity Creation: This notification is used to report the creation of an instance of this managed
entity.

Managed Entity Deletion: This notification is used to report the deletion of an instance of this managed
entity.

Relationships

With vpTrail TerminationPoint: Zero or one instance of the vpT TP managed entity may exist for each
instance of a vcCTP managed entity.

With subnetworkTer minationPoint: Zero or more instance of the vpCTP managed entity may exist for each
instance of a subnetworkTP managed entity.

Semi-formal representation:
IS_ASSOCIATED_WITH (0..1) vpTTP
SUPPORTS (0..*) vpSubnetwork TP

Graphical representation:

| vpCTP ‘

is associated with

vpTTP K

terminates

vpSubnetwork TP F—

vpConnectionTer minationPoint: vpConnectionT er minationPoint Query Oper ations

Operation: query vpCTP for associated vpT TP

INPUT PARAMETERS:
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none (see Section 5.1.2)
OUTPUT PARAMETERS:

associatedVPTTP : vpTTPId
ERROR CONDITIONS:

protocol-specific
BEHAVIOUR:

Each vpCTP is associated with zero or one vpTTP. This operation allows the requester (client) to query the
associated vpTTP for agiven vpCTP. It does not affect the relationship. It matches for the associated
VvpTTP. Thereply isavpTTPId.

Operation: query vpCTP for associated subnetworkTP

INPUT PARAMETERS:
none (see Section 5.1.2)
OUTPUT PARAMETERS:
associatedSubnetwork TP : subnetworkTPId
ERROR CONDITIONS:
protocol-specific
BEHAVIOUR:

Each vpCTP is associated with zero or one subnetworkTP. This operation allows the requester (client) to
guery the associated subnetworkTP for a given vpCTP. It does not affect the relationship. It matches for
the associated subnetworkTP. The reply is a subnetworkTPId.

vpConnectionTer minationPoint: vpConnectionTer minationPoint L oopback Operation
Operation: loopback vpTrail at vpCTP

INPUT PARAMETERS:
see Section 5.1.2
loopbackType: end-to-end, segment
loopbackL ocation: interfaceld
OUTPUT PARAMETERS:
loopbackResults: passed or failed
ERROR CONDITIONS:
protocol-specific
BEHAVIOUR

This operation is used to request that the vpCTP insert aloopback OAM cell into the ATM cell stream,
verify itsreturn, and report the results of the loopback (i.e., passed or failed) back to the management
system. Along with each request will be the location where the inserted OAM cell shall loop-back and an
indication as to whether a segment or end-to-end OAM cell shall be used. The Loopback Location Code
which indicates where the loopback is to take place may be used to identify the loopback location.
Additionally, aglobally unique default value (e.g., "end-point") may also be used to perform aloopback at
the other end of avcTrail.
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5.2.21 vpTTP

This managed entity represents the point in the ATM subnetwork where the vpTrail and associated
overhead (F4 OAM cells) are terminated/originated. Management systems shall configure/remove vpTrail
Terminationsin the ATM subnetwork by creating/del eting instances of this managed entity.

Attributes

vpTTP ID: Thisread-only attribute provides a unique name for the managed entity instance in the ATM
subnetwork.

Operational State: This read-only attribute identifies whether or not the managed entity is capable of
performing its normal functions (i.e., in-service or out-of-service).

Notifications

Managed Entity Creation: This notification is used to report the creation of an instance of this managed
entity.

Managed Entity Deletion: This notification is used to report the deletion of an instance of this managed
entity.

Sate Change: This natification is used to report changes to the Operational State attribute of this managed
entity. The naotification shall identify the state attribute that changed, its old value, and its new value.

Relationships

With vpCTP: Zero or oneinstance of the vpT TP managed entity may exist for each instance of a
vpConnectionTerminationPoint managed entity.

With vpTrail: Two vpTTPsterminate avpTrail.
Semi-formal representation:
IS_ASSOCIATED_WITH (0..1) vpCTP
TERMINATES (0..1) vpTrail

Graphical representation:

vpTTP

isassociated with

vpCTP N

terminates

vpTrail
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vpTTPBidirectional Query OperationsvpTTPBidirectional:
Operation: query vpTTPbidirectional for associated vpCTP

INPUT PARAMETERS:

none (see Section 5.1.2)
OUTPUT PARAMETERS:

associatedVpCTP : vpCTPId
ERROR CONDITIONS:

protocol-specific
BEHAVIOUR:

Each vpTTP is associated with zero or one vpCTP. This operation allows the requester (client) to query the
associated vpCTP for agiven vpTTP. It does not affect the relationship. It matches for the associated
vpCTP. Thereply isavpCTPId.

Operation: query vpTTPbidirectional For terminated vpTrail

INPUT PARAMETERS:

none (see Section 5.1.2)
OUTPUT PARAMETERS:

terminatedTrail; vpTrailld
ERROR CONDITIONS:

protocol -specific
BEHAVIOUR

AnvpTrail isterminated on two vc- or vp-Trail TerminationPoints. This operation allows the requester
(client) to query the terminated vpTrail. It does not affect the relationship. It matches for the associated
vpTrail. Thereply isan vpTrailld.

vpTTPBidirectional: vpT TPBidirectional L oopback Operation
Operation: loopback vpTrail at vpT TPBidirectional

INPUT PARAMETERS:
see Section 5.1.2, and
loopbackType: end-to-end, segment
loopbackL ocation: interfaceld
OUTPUT PARAMETERS:
loopbackResults: passed or failed
ERROR CONDITIONS:
protocol-specific
BEHAVIOUR

This operation is used to request that the vpT TP insert aloopback OAM cell into the ATM cell stream,
verify itsreturn, and report the results of the loopback (i.e., passed or failed) back to the management
system. Along with each request will be the location where the inserted OAM cell shall loop-back and an
indication as to whether a segment or end-to-end OAM cell shall be used. The Loopback Location Code
which indicates where the loopback is to take place may be used to identify the loopback location.
Additionally, aglobally unique default value (e.g., "end-point") may also be used to perform aloopback at
the other end of avpTrail.
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6. Outline Ensembles?®

The outline ensembl es defined below are provided only as examples of how the managed entities and
operations defined in Section 5 can be used in different operational scenarios. These outline ensembles are
outlines of work that needs to be done together with the protocol specific work; thisisto indicate how the
specifications will be used. This section isfor information ONLY . The outline ensembles are NOT
normative.

Aswell as Managed Entities from Section 5, the following Managed Entities from the M4 NE-view may
also be reused, depending on the applications and the network management physical architecture:

atmAccessProfile
equipment
equipmentHolder
interNNI

intraNNI

plug-inUnit

software
tcAdaptorBidirectional
uni

Each outline ensemble consists of :

a description of the management architecture used

adescription of the transport architecture being managed, using the concepts and the
symbols defined in ITU-T Recommendation 1.326

a description of the management function performed, and of the corresponding
requirements.

the managed entities used, and the corresponding operations. Note that the managed
entities provide some functionality which may not be needed in every ensemble.
However, there is no attempt at profiling in this document. This may be done once
the protocol -specific managed entities are defined.

the different steps followed to perform the management function, and the operations
used to perform these steps (scenario).

There are three options to use the protocol -independent Managed Entities and the outline ensemblesto aid
interoperability:

All the protocol-independent MIB Managed Entities are always required, and one or
more of the managed entities are used in each outline ensemble.

The protocol-independent MIB Managed Entities within the M4 network-view are
profiled (or selected without profiling) by the future outline ensembles, for the
specific applications covered in the ensemble.

The protocol-independent MIB Managed Entities within the M4 network-view are
profiled (or selected without profiling) by the future outline ensembles, along with
additional application-specific Managed Entities, for the applications covered in the
outline ensemble

% The term “outline ensembles’ was selected here to avoid confusion with the “ensembles’ defined in the
Network Management (NM) Forum. The outline ensembles defined here are strongly inspired by the work
of the NM Forum. However, they are simplified. As an example, the outline ensembles do not contain any
MOC.
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All options are allowed, although the second one in the intended one for the outline ensembles defined in
this section.

The Managed Entities which are created or deleted in each scenario, fall into two categories:

Those Entities which, in the scenario, appear only in the management system.
The Managed Entities which can be manipulated over the M4 interface.

Network management assumptions applying to all outline ensembles defined below:

*  Thenetwork management architecture (management systems involved, interfaces) is
pre-established and beyond the scope of this scenario.

The fault management architecture and the connection management architectures are
generally the same here, but thisis not necessarily so. The only requirement is that both
fault and connection management have knowledge of the resources they manage.

The creation of Connection or Trail Termination Points, Subnetwork Connections, Link
Connections, and Trails (transport entities) is notified to the fault management
application, and may result in the instantiation of the above managed entities at all levels.

Thefailure of the transport entities may be notified to connection management
applications, and may result in a state change of the instantiation of the resourcesin the
connection management application.

6.1 Subnetwork Provisioning Outline Ensembles

6.1.1 Subnetwork Creation/Deletion Outline Ensemble

It is assumed that subnetworks are auto-instantiated, meaning that the Network Management Systems are

not allowed to create or delete subnetworks. _ _
6.2 Fault Management And Alarm Surveillance Outline Ensembles

6.2.1 Equipment Fault Outline Ensemble (Network-view only)

6.2.1.1 Network Management Context

The network management context selected here is the network-level management architecture, i.e. a
subnetwork Management System (subNMYS) is interfacing with a set of subtending subNM Ss, to which it
delegates the control of their subtending NEs or further partitioned subNMSs. Only a subnetwork (or
network) view is exposed. The “top” subNMS may itself be a server to a higher-level Network
Management System. This ensemble appliesto faults detected at either the VP or VC level.
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M4 Interface (toB)
(ATM Network View Only)
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Figure6.2.2.1-a: Network Management Architecture

6.2.1.2 Transport
Architecture

The transport architecture consists of alarge subnetwork partitioned into three small subnetworks. The goal
of this outline ensemble isto show how afailure detected at an intermediate network element is notified.

SNC1

SNC1.1 LC1-2 SNC1.2 Lc2-3 SNC1.3

SubNetwork1.3

Figure6.2.2.2-a: Network Transport Architecture

6.2.1.3 Functional
Requirements

The goal of this outline isto show how, in the case of a network-view architecture, afailure detected at an
intermediate NE triggers a notification, using subnetwork connection-level state change notification. The
requirements involved are detailed in Section 4.2.1 (R -fm- 1).

6.2.1.4 Managed
Entities
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Topological Managed Entitiesinvolved in this scenario:
vpSubnetwork or vcSubnetwork
vpSubnetworkTP or veSubnetwork TP
vpSubnetworkConnection or vcSubnetworkConnection
vpLinkConnection or vcLinkConnection
Management Entitiesinvolved in this scenario:
Network
6.2.1.5

Scenari
o]

Assumption: To each subnetwork Management System corresponds an administrative domain (“ Network”
Managed Entity) which contains an already-existing subnetwork.

Step 1: Interface Y 1.2 detects an equipment failure.

Step 2: SubNMS1.2 identifies the affected managed entities (e.g. vpSubnetworkTP Y 1.2, in the incoming
direction from subnetwork1.1)

Step 3: SUbNMS1.2 sends an alarm to SUbNMSL1 against vp/vcSubnetwork TP Y 1.2,

Step 4: SubNM S1 concludes that the vp/vcLinkConnection LC1-2 isfailed.

Step 5: SUbNM S1 changes the state of the vp/vcSubnetworkConnection SNC1 and notifiesits client of the
state change.

6.2.2 Equipment Fault Outline Ensemble (network-view + NE-view)

6.2.2.1 Network Management Context

The network management context selected here is the network-view + NE-view architecture, i.e. the
higher-level management system has full visibility into not only the lower-layer subnetworks, but also into
their constituent NEs. This Outline Ensemble describes an equipment failure using the M4 Network
Element view. This ensemble applies to faults detected at either the VP or VC level.
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M4 Interface
(ATM Network View Only)
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Figure6.3.2.1-a: Network Management Architecture

6.2.2.2 Transport
Architecture

The transport architecture consists of alarge subnetwork partitioned into three small subnetworks. The goal
of this outline ensembleis to show how afailure detected at an intermediate network element (ATM
NE1.2.1) is notified.

SNC1
- -
SNC1.1 LC1-2 SNC1.2 LC2-3 SNC1.3
g -
SubNetwork1.1 SubNetwork1.2 SubNetwork1.3
ATMHYATMHATM ATMLATMATM & |ATM||ATM[ |ATM
NE NE NE NE | [ NE NE NE NE NE
1.11 1.1.2 1.1.3 -1.2.1 1.2.2 1.2.3 1.3.1 1.3.2 1.3.3
X1.1 Y1.2 Ul1.2 V13

Figure6.2.3.2-a: Network Transport Architecture
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6.2.2.3 Functional
Requirements

The goal of this outline isto show how, in the case of a network-view + NE-view architecture, afailure
detected at an intermediate NE triggers a notification, using subnetwork connection-level state change
notification. The requirements involved are detailed in Section 4.2.1 (R -fm- 2).

6.2.2.4 Managed
Entities

Topological Managed Entitiesinvolved in this scenario:
vpSubnetwork or veSubnetwork
vpSubnetworkTP or veSubnetwork TP
vpSubnetworkConnection or veSubnetworkConnection
vpLinkConnection or vcLinkConnection
atmNE (from NE view)

Management Entitiesinvolved in this scenario:
Network

6.2.2.5

Scenari
o]

Assumption: To each subnetwork Management System corresponds an administrative domain (“ Network”
Managed Entity) which contains an already-existing subnetwork.

Step 1: NE 1.2.1 detects an equipment failure

Step 2: NE 1.2.1 notifies subNM S1.2 of the failure of the equipment (note that this notification is not
visibleto SUbNMS1).

Step 3: SUbNMSL1.2 identifies the affected managed entities (e.g. vpSubnetworkTP Y 1.2 within ATM NE
1.2.1, in the incoming direction from NE1.1.3)

Step 4: SUbNMS1.2 sends an alarm to SUbNM S1 against vp/vcSubnetwork TP Y 1.2, and its location.
Step 5: SUbNM S1 concludes that the vp/vcLinkConnection LC1-2 isfailed.

Step 6: SUbNM S1 changes the state of the vp/vcSubnetworkConnection SNC1 and notifiesits client of the
state change.

6.2.3 Transport Failure Alarming Outline Ensemble (network-view only)

6.2.3.1 Network Management Context

Same as for Section 6.2.2.1
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6.2.3.2 Transport
Architecture

Same as for Section 6.2.2.2

Functional Requirements

The goal of this outline isto show how, in the case of a network-view architecture, afailure detected at an
intermediate NE triggers a notification, using subnetwork connection-level state change notification. The

requirements involved are detailed in Section 4.2.2 (R -fm- 2).

6.2.3.3 Managed
Entities

Topological Managed Entitiesinvolved in this scenario:
vpSubnetwork or veSubnetwork
vpSubnetworkTP or veSubnetwork TP
vpSubnetworkConnection or veSubnetworkConnection
vpLinkConnection or vcLinkConnection

Management Entitiesinvolved in this scenario:
Network

6.2.34

Scenari
o]

Assumption: To each subnetwork Management System corresponds an administrative domain (“ Network”
Managed Entity) which contains an already-existing subnetwork.

Step 1: The vp/vcLinkConnection between X1.1. and Y 1.2 fails, bidirectionally.
Step 2: SUbNMSL.1 isinformed of astate change in vp/vcSubnetwork TP X.1.1.
Step 3: SUbNMSL1.1 sends an alarm against vp/vcSubnetwork TP X 1.1 to SubNM S1.

Additional stepsfor subNM S1.2: steps 2 to 3 are repeated asynchronously for subNM S1.2 and
vp/vcSubnetwork TP Y 1.2.

Step 4: SUbNMS1 receives adlarm from SubNMS1.1 and SubNMS1.2 to indicate the failure of X1.1. and
Y 1.2 respectively.

Step 5: SUbNM S1 concludes that the vp/veLinkConnection LC1-2 isfailed.

Step 6: SUbNM S1 changes the state of the vp/vcSubnetworkConnection SNC1 and notifiesits client of the
state change.

6.3 Subnetwork Connection Management Outline Ensembles

6.3.1 Simple VP or VC Single-layer Subnetwork Connection Set-Up Outline
Ensemble (network-view only)
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6.3.1.1 Network Management Context

This outline ensemble involves the M4 interface between a network management system and a subnetwork
management system as detailed in the figure below. It fitsinto the network-level management architecture
defined in Section 3.2. This ensemble is intended to fulfill the requirements of ITU-T Recommendation
G.852-01[5].

Network Management
System
(requesting system)

M4 Network View

Interface
VisibleIn This
Scenario
SubNetwork
Management System
(provider)
Interfaces To

/ \ Partitioned
Subnetworks
or elementary
Subnetworks
Not Visible

In This
Scenario

Figure6.3.1.1-a: Network Management Architecture

6.3.1.2 Transport
Architecture

The transport architecture consists of asingle subnetwork. The goal of this outline ensemble isto show
how to set-up a VP or VC subnetwork connection over this subnetwork.

subNetwork1

SNC1

Figure6.3.1.2-a: Network Transport Architecture
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6.3.1.3 Functional
Requirements

The goal of thisoutline is to set-up a subnetwork connection between two VP or VC network connection
termination points. As an example, this set-up may be needed to fulfill a customer order for a subnetwork
connection between two UNIs. The requirementsinvolved are detailed in Section 4.1.2.1 (R-cm -1 and R-
cm-2).

6.3.1.4 Managed
Entities

Topological Managed Entitiesinvolved in this scenario:

vpSubnetwork or veSubnetwork
vpSubnetworkTP or veSubnetwork TP
vpSubnetworkConnection or veSubnetworkConnection

6.3.1.5
Scenari
o]

Assumption: A subnetwork pre-existsin the subnetwork management system of which the network
management system has knowledge. This knowledge is acquired through the Query Operations identified
in the Network Managed Entity. The following diagram outlines the knowledge assumed to be in place to
support this scenario.

subnetwork Management System —_— \'\//ilé/\’/\llert]\tg%rgce
Subnetwork 3 Subnetwork View
Built By the SUbNMS

and Projected

Across M4
¢——  Network View
Interface to the

NMS
Subnetwork 1 Subnetwork 2

Link Subnetwork Views
Used By subNMS
ot

But N
Visible by theNMS
Requestin tWa Connection
Across M4 Network View
Interface
Above

Interface Not Visible Interface Not Visible
Cross Cross
M4 Network View Interface M4 Network View Interface

Figure 6.3.1.5-a: Information Applicable To This Scenario
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Step #1: The NMS builds the following:

vpSubnetworkConnection, or
vcSubnetworkConnection

across a subnetwork known to it. Each request has the following required attributes:

Required:
User Label
Source/Destination (UNIs or NNIs)
Source/Destination Service Descriptors
QoS Class
UPC Treatment
Traffic Descriptor
Both Cell Loss Priority
Peak Cell Rate
Sustainable Cell Rate
Maximum Burst Size
CDVT
Optional:
Source/Destination VPIS/VCls
Administrative State (Locked means to Reserve the SNC)

Step#2: The NMS sends one of the two types of request and the subNMS receives the request and
validates the incoming parameters of the request.

Step#3: The subNMS either begins processing the request or returns an error condition if the input
parameters cannot be validated.

Step#4: If the source/destination VPIS/VCls are not specified the subNM S selects the VPIS/VCls and
creates the required vp/vcSubnetworkTPs and vp/ve CTP/TTPs which need to be connected.

Step#5: If the Administrative State of Locked is specified the Subnetwork Connection will be setupin a
state which does not permit user cell flow until Unlocked.

Step#6: The subNMS then selects/finds a route through the subnetwork and then creates the Subnetwork
Connection and any supporting objects.

Step#7: The subNM S informs the NM S of the Subnetwork Connection ID.

6.3.2 Multi-Level VP or VC Single-layer Subnetwork Connection Set-Up Outline
Ensemble (network-view only)

6.3.2.1 Network Management Context

The network management context selected here is the network-view only architecture, i.e. a subnetwork
management System (sUbNMS) is interfacing with a set of subtending subNM Ss, to which it delegates the
control of their subtending NEs or further partitioned subNM Ss. Only a subnetwork (or network) view is
exposed. The “top” subNM S may itself be a server to a higher-level Network Management System.
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M4 Interface
(ATM Network View Only)

subNM S1

M4 Interface

(ATM Network View Only)
CsubnmsiD SNMSLD Csubnmsid

subNetwor k1

SubNetwork1.1 SubNetwork1.3

SubNetwork1.2

Figure6.3.1.1-a: Network Management Architecture

6.3.2.2 Transport
Architecture

The transport architecture consists of alarge subnetwork partitioned into three small subnetworks. The goal

of this outline ensembleis to show how to set-up a VP or VC subnetwork connection over the three
subnetworks.

SNC1

SNC1.1 LC1-2 SNC1.2 LC2-3 SNC1.3

SubNetwork1.1 SubNetwork1.2 SubNetwork1.3

SNTP

Figure6.3.2.2-a: Network Transport Architecture

6.3.2.3 Functional
Requirements
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The goal of this outline is to set-up a subnetwork connection between two VP or VC connection
termination points. As an example, this set-up may be needed to fulfill a customer order for a subnetwork
connection between two UNIs. The requirements involved are detailed in Section 4.1.2.1 (R-cm -1 and R-
cm-2).

6.3.2.4 Managed
Entities

Topological Managed Entitiesinvolved in this scenario:

vpSubnetwork or veSubnetwork

vpSubnetworkTP or veSubnetwork TP
vpSubnetworkConnection or veSubnetworkConnection
vpLinkConnection or vcLinkConnection

Management Entitiesinvolved in this scenario:

Network

6.3.2.5
Scenari
o

Assumption: To each subnetwork Management System corresponds an administrative domain which
contains an already-existing subnetwork. However, the subnetwork Termination points and the
corresponding Connection Termination Points used to create the Subnetwork Connection are not pre-
existing. Thefollowing exampleisfor VP subnetwork connections.

subNetwor k1

Al SNC1

Z1

Z13

&/

SubNetwork1.3

SubNetwork1.1

SubNetwork1.2

Figure6.3.1.5-a: Transport Managed Entities
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Step 1: Subnetwork Management System #1 (SUbNM S1) receives a request to set-up a VP subnetwork
connection between A and Z within subnetwork #1 (SN1). The termination points A and Z may be
identified by their VPI within the Transport Path or by a specific name, and are qualified by their traffic
descriptors and QoS.

Step 2: subNM S1 instantiates two subnetwork Termination Point, A1, and Z1. subNMS1 also identifies
which route to use, over which lower-level subnetworks, and using which links.

Step 3: subNM S1 requests subNM S1.1 to create two subnetwork Termination Points (A1.1. and X1.1), and
the corresponding Connection Termination Points, which are qualified by their traffic descriptors and QOS.

Step 4: subNM S1 requests subNM S1.1 to set-up a VP subnetwork connection between subnetwork
termination points A1.1 and X 1.1 within subNMS1.1. The termination points A1.1 and Z1.1 may be
identified by their VPI within the Transport Path or by a specific name, within subnetwork subNetwork1.1.

Step 5: subNMS1.1 creates two subnetwork Termination Points (A1.1. and X1.1.) and the corresponding
vpCTP.

Step 6: subNMS1.1 creates an vpSubnetworkConnection terminated by A1.1 and X.1.1.

Step 7: subNMS1.1 acknowledges the creation of A1.1, X.1.1 and of the vpSubnetworkConnection
SNCL1.1terminated by A1.1 and X.1.1 to subNMSL.

Additional stepsfor subNM S1.2 and subNM S1.3: steps 3 to 7 are repeated asynchronously for
SubNM S1.2 and subNM S1.3.

Step 8: After subNM S1 receives acknowledgment from subNMS1.1 and subNMS1.2 for the creation of
X1.1land Y1.2, anvpLinkConnection, within subnetwork 1, between X1.1 and Y 1.2, is created. The
“vpLinkConnection” is a management object for subNMS1, which may be made visible to its clients. The
same applies to the other link from U1.2 to U1.3.

Step 9: subNM S1 creates vpSubnetworkConnection atmSNC1 between Al and Z1.
Step 10: subNM S1 acknowledges the creation of vpSubnetworkConnectionl, Al and Z1 toitsclient.

Note that if a subnetwork connection cannot be created at alower level (i.e. further subnetwork
partitioning), all associated managed entities at the higher level shall be removed, the initial request denied,
and the denial logged (or its equivalent).

6.3.3 VP or VC Single-layer Piece-By-Piece Connection Set-Up Outline Ensemble
(NE-view + NW-view)

This ensemble assumes that the Network Management System (NMS) wishesto specifically direct the
routing of the PV C across the individual ATM NEs and not |eave this control to a subnetwork management
system. The result may however create a network-view subnetwork connection, if both the network-view
and the NE-view are supported.

6.3.3.1 Network Management Context

The network management context selected hereis afull network-view + NE-view M4 interface with a
hierarchical arrangement of ATM management systems. There is a non-homogeneous mixture of multi-
vendor subnetwork management systems in the network being managed and it is necessary for the NMS to
direct the specific route of a connection over this network. While subnetwork controllers (or sub NMS)
may be present to control a specific vendor's network elements, they are used and viewed primarily asa
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command pass-through mechanism in this ensemble. This allowsthe NMSto directly control the various
ATM Network Elements (NE) in the network. Figure 6.3.3.1-a shows the relationship of the Network
Management System and the subnetwork management systems.

M4 Interface
(ATM Network View Only)

M4 Interface .
(ATM Network & NE View)

ATM||ATM| |ATM ATM| [ATM| |ATM ATM| |ATM| |ATM
NE || NE | | NE NE || NE || NE NE || NE |[NE
111 112 | |113 121 122 |]123 1.3.1 132 | [133

Figure 6.3.3.1-a Network Management Ar chitecture

6.3.3.2 Transport
Architecture

The transport architecture for an ATM connection used here is shown in figure 6.3.3.2-a. In this
architecture the network operator isusing 3 different ATM network element vendors. Vendor A
(subnetwork management system 1.1) provides ATM access functionality such as multiplexing lots of
lower speed ATM access connections into a higher speed ATM trunk. Vendor B's ATM network element
(subnetwork management system 1.2) provides the functionality of high speed backbone switching.
Vendor C (subnetwork management system 1.3) provides additional customer oriented functionality such
as protocol or media conversion. A typical ATM connection comes from a source end user through vendor
A's ATM access device (NE-1.1.1), whereit is multiplexed into atrunk running into and through a high
speed backbone network from vendor B (NE-1.2.1 through NE-1.2.3). Thenthe ATM connection goes
back to another ATM access device from vendor A (NE-1.1.3) and then through an ATM protocol or media
conversion device from vendor C (NE-1.3.3) before terminating on the user's destination host.

Such amix of vendors can and will occur because of :
1. the need to address specific market functionality with individual equipment,
2. the evolutionary introduction of new more powerful network elements,
3. the specific functional cost-effectiveness of particular network element vendors,
4. the merging of companies with existing ATM networks from different vendors.
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Vendor B/subNetwork1.2

ATM [ |[ATM| [ATM
NE [1NE [] NE
121 [|122 [[123

ATM

NE
111

Vendor A/subNetwork1.1

Vendor C/
subNetwork1.3

Figure 6.3.3.2-a Network Transport Architecture

6.3.3.3 Functional
Requirements

This ensembl e supports requirement (R-4.1.1.2)-cm -6, (R-4.1.1.2)-cm -11, (R-4.1.1.2)-cm -12, and (R-
4.1.1.2)-cm -13.

6.3.3.4 Managed

Entities
« amNE
vpSubnetworkConnection or veSubnetworkConnection
VPCrossConnect or VCCrossConnect
vpLinkConnection or vcLinkConnection
vCTrail or vpTrail
6.3.3.5
Scenari
o]

Assumptions: This scenario involves many of the very real service driversthat a carrier or large network
operator must consider in building a subnetwork connection in a public network to meet a customer's needs.
As such, it discusses service management related items that affect the proper set up of a subnetwork
connection.
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This ensemble is focused on the Network Element (NE) by NE set up of atrail by a network management
system (NMS) across a non-homogenous set of subnetwork management systems. As such, it puts the route
selection control in the NM S and not in the subnetwork management system.

Note: the following steps take place within the NMS, or above, and do not require interactions over the
M4 interface in this ensemble.

- The Network Management System (NMYS) is requested to set up an end-to-end subnetwork connection
(VPor VC) across the ATM network for a point-to-point connection. The termination points A and Z are
identified along with desired class of service information.

- The NMS creates a connection identifier for this subnetwork connection. Thisidentifier provides aname
or administrative label (master connection name) for this particular or connection.

- The NM S assigns connection ownership to a particular customer, organization or user. Thisrequiresa
user label for this subnetwork connection that identifies the name of the owner. This ownership attribute,
while having many uses, will be required later if diverse routing of the subnetwork connection is required.
(Diverse routing route this subnetwork connection over a physically different route than that of ancther trail
belonging to the same customer.)

Note: the following steps take place within the NMS, or above, and do not require interactions over the
M4 interface.

- The NM S determines the relevant parameters affecting the quality of service that isrequired by thistrail.
These parameters can affect the global (subnetwork-to-subnetwork) and specific (NE-to-NE) route
selection and the physical termination points to be used for the trail.

- The NMS determines the logical termination points (subnetworkTP) for the subnetwork connection (A

& Z). For security and customer satisfaction reasons, ownership of these connection termination points
should be the same as ownership of the connection as established in step 3. If ownership of logical
termination points does not match the ownership of the connection, then an administrative check should
occur to determineif the connection is going to an acceptable "public network™ or a shared facility or if the
connection is an inter-organization facility. A logical termination point may be adirect mapping to a
physical termination point or it may be alabel for agroup of physical termination points.

- The NMS maps the logical termination points to physical termination points. This mapping may be an
administration dependent process and may be very simple or quite complex. Itistypicaly beyond the
capabilities of a subnetwork management system.

This step handles a variety of service driversincluding, but not limited to:

1 acomputer with multiple ATM physical links to the network, that desires that the
network provide a basic load leveling service of connections.

2 acustomer who wants traffic delivered to different physical destinations based on time of
day and day of week considerations.

3 acustomer who is on the move and desires that the traffic follow the person from home to
office to distant locations.

- The NM S determines relevant possible routes available between the physical termination points for this
subnetwork connection. This route selection may be an administration dependent process and involve a
variety of factorsincluding, but not limited to, quality of service parameters, network hierarchy, trail
ownership, security, cost of route, protocol conversion requirements, geo-graphical diversity, network
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loading, service premiums, network engineering rules, available capacity, etc. This outline ensemble
assumes that because of so many factors, it is desirable for the carrier or network operator to do this routing
on aNE-by-NE basis at the NMS level and not leave this to a subnetwork management system. [This
ensemble was written because it is often beyond the scope of many subnetwork management systems to
handle such awide variety of factorsin doing route determination.]

- The NMS will select one of the possible routes determined in step 7 for thistrail. Theroute selectedisa
set of network elements (NE), and can be represented as NE-1, NE-2, NE-3, ..., NE-N, where N isthe
number of nodes or network elements being traversed in the entire network.

Thefollowing steps, 1 through 3, will berepeated N times, once for each network element (NE) being
traversed. X inthese stepswill increment from 1to N with each passthrough the steps. After the
Nth passthrough the stepsis completed, proceed to step 7.

Step 1: For the selected route and node X, NE-X will have two termination points, TP-X1 and TP-X2
which identify the two physical ports on the NE that need to be connected as part of thistrail. TheNMS
must command NE-X (or its subnetwork controller) to provide aVP or VC cross connection from TP-X1 to
TP-X2, where TP-X1 isaphysical connection to NE-(X-1) and TP-X2 is physical connection to NE-(X+1).
[Special cases. Where X-1 is equal to zero, the connection isto termination point A. Where X+1 isequa
to N+1, the connection isto termination point Z.] The VP and VC values assigned by the NMS must not
have already been in use of these ports and must be consistent between any two adjacent NEs. In addition,
some administration specific rules may be applied by the NM S in the selection of VP and VC numbers.

Step 2: The NMS commands NE-X or its subnetwork management system to set the correct quality of
service parameters for each of the connected VPs or VCs on each of the cross connections for NE-X.

Step 3: The NMS commands NE-X or its subnetwork management system to assign the master connection
name and the user label of this connection.

Step 4: Should the NE-X or its subnetwork control be unable to perform any of the actions commanded by
the NMS, it should return an error status to the NM S indicating the cause of the action failure. The NMS
will then select an alternate route and repeat the necessary steps or return afailure status to the requesting
entity.

Step 5: For each of thetwo physical ports at the edge of the network, the NM S commands the
corresponding network element (NE-1.1.1 & NE-1.3.1) or the NE's subnetwork management system to
interrogate the connection parameters in the customer's device. Thisis achieved by the NE using the
correct port's ILMI to compare the relevant MIB parameters in the customer's device to the corresponding
MIB parametersin the NE. Once the comparison is achieved, the results of the comparison (good and bad)
should be reported back to the NM S by the NE.

Step 5: The NM S should update its vpTopologicalLink or veTopologicalLink information for each
endpoint and check the available bandwidth used the end connections for NE-1 and NE-N.

Step 6: Optionally the NMS may need to assign the vpLinkConnection or vcLinkConnection values for
thistrail if thetrail terminates to another carrier.

Step 7: The NM S should optionally command a NE involved in the subnetwork connection (or its
subnetwork management system) to initiate a customer loopback test to insure proper end to end
conductivity of thetrail. This sub procedure or ensemble would entail, sending out OAM cells at the F4 or
F5 level to insure a correct end-to-end path. This step involves the use of the VC or VPTTHI.
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Step 8: The NMS commands the end of trail NEs (NE-1.1.1 & NE-1.3.1) to administratively lock the
ATM trail to prevent customer traffic from flowing over the connection. Thisis doneto prevent
connection use by the customer until the desired start date.

Note: the following two steps take place within the NMS, or above, and do not require interactions over
the M4 interface in this ensemble.

- The NMS reports the success or failure of the creation of the desired trail for the desired customer, along
with its master connection identifier to the requesting entity.

- The NMSlogs the original build connection request action and its result, along with the assigned route to
the appropriate administrative log.

6.3.4 VP or VC Single-layer Piece-By-Piece Connection Set-Up Outline Ensemble
(NE-view)

6.3.4.1 Network Management Context

The network management context selected here is the NE-view management architecture, i.e. the higher-
level management system has full visibility into not only the lower-layer subnetworks, but also into their
congtituent NEs. This Outline Ensembl e describes set-up of a point to point subnetwork connection using
the M4 Network Element view. The higher-level management system selects not to use the network-level
capabilities to set-up the connection. This assumption results in the utilization of NE-level managed
entities, which implies that the NE-view management architecture is required asin a Network-level
Managed Architecture where the network manager does not have direct access to the NE-level managed
entities.

The following Outline Ensemble focuses on the set-up of a subnetwork connection at the VC level;
prerequisites at lower network levels (VP, physical level) are addressed where necessary.

M4 Interface
(ATM Network View Only)

M4 Interface .
(ATM Network & NE View)

ATM| |ATM| [ATM ATM| |ATM| [ATM ATM| |ATM| |ATM
NE || NE || NE NE || NE || NE NE | | NE || NE
111 112 | |113 121 122 ||123 131 132 || 133
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Figure 6.3.4.1-a: Networ k M anagement Ar chitecture

6.3.4.2 Architecture

The transport architecture consists of alarge subnetwork partitioned into three small subnetworks,
themselves made-up of three NEs. The goal of this outline ensemble is to show how to set-upaVPor VC
subnetwork connection over the nine corresponding NEs.

SNC1
- P
SNC1.1 LC1-2 SNC1.2 LC2-3 SNC1.3
= } — [y
CCl111 CC112 CC1.13 CCi21 CC122 CC1.23 CC131 CC132 CC133
SubNetwork1.1 SubNetwork1.2 SubNetwork1.3
ATMUATMHATM ATM||ATM||ATM ATM[|ATM| |ATM
A NE NE NE NE | | NE NE NE NE NE
111 ||112 [ |113 121 | |122 | 123 131 132 | 133 7
X1.1 Y12 u1.2 V1.3

Figure6.3.4.2-a: Transport Architecture

6.3.4.3 Functional
Requirements

The management task to be achieved is the set-up of a subnetwork connection.
The following M4 NE view related functions are used:
- Provisioning and configuration of physical access points

- Provisioning and configuration of connection points
a VP and/or VC level

- Establishment of cross connectionsin the involved NEs

6.3.4.4 Managed
Entities

The following M4 NE-view Managed Entities are relevant to this Outline Ensemble (please refer to the M4
NE view reguirements and protocol-independent MIB specification for the definition of these entities),
along with M4 Network-View Managed Entities:

NE-View Managed Entitiesinvolved in this scenario:
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Note: The CMIP object name s provided in parenthesis, if different from the protocol-independent MI1B
name)

atmAccessProfile

ATM Cross Connection (atmCrossConnection)

ATM Cross Connection Control (atmFabric)
Physical access points, e.g. for SDH/SONET or PDH
BICI (interNNI)

BISSI (intraNNI)

TC Adaptor (tcAdaptorTTPBIdirectional, shorten as tcAdaptor below)
UNI

VCC Termination Point (vcCTPBidirectional)

VCL Termination Point (vcTTPBidirectional)

VPC Termination Point (vpCTPBidirectional)

VPL Termination Point (vpTTPBidirectional)

6.3.4.5 Scenario: Set-up of a point-to-point subnetwork connection at VC level
Assumptions:
The respective physical layer resources are configured.
The respective interface managed entities (UNI etc.) are configured.
The respective access and adaptation managed entities (tcAdaptor etc.) are
configured.
The subnetwork connection set-up is performed in two phases:
Configuration of the VP and/or VC level managed entities at the terminating NEs
Selection of transit NEs, configuration of needed VP/V C level managed entities and
establishment of the corresponding cross-connections.
Phase 1, steps (only VC-level shown):
Step 1: Retrieve UNI information to identify corresponding tcAdaptor
Step 2: Retrieve connectivity pointersto vpT TP
Step 3: Establish veCTP at both Terminating NEs
Phase 2, steps (only VC-level shown):

These steps have to be performed for each transit NE where V C cross connection is performed, i.e. not in
those transit NEs where only VP cross connection is done.

Step 1. Determineingress veCTP by use of corresponding egress of that NE which precedes in the route.
Step 2: Determine egressveT TP

Step 3: Cross-connect ingress and egress Managed Entities.

Note that thisis a simplified scenario which shows the set-up of a subnetwork connection at VC level using

the M4 NE view. No error cases have been shown. It is clear, however, that in case one step failsthe
operator has to undo a number of steps. Depending on the capabilities of the management system and the
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NEs involved this may be done automatically or manually. Furthermore the operator may abort the set-up
at any step. Depending on the capabilities of the involved systems this may be done automatically or
manually.

6.3.5 VP or VC Subnetwork Connection Modification Outline Ensemble

6.3.5.1 Network Management Context

This Outline Ensemble describes the modification of selected properties of subnetwork connections. Both
anetwork-level view scenario and a NE-view scenario are outlined. Please refer to the previous sections
for a description of these network management architectures.

6.3.5.2 Transport
Architecture

This Outline Ensemble describes the modification of selected properties of subnetwork connections. Both
anetwork-level view scenario and a NE-view scenario are outlined. Please refer to the previous sections
for a description of these transport architectures. Note than in the case of an M4 interface supporting both
views, attributes in both the NE-view and the Network-view may be affected. Therefore, both sets of
transport entities, at the NE-level, and at the network-level, are involved.

6.3.5.3 Functional
Requirements

This Outline Ensemble deal s with the modification of the traffic-affecting parameters, such as Traffic
Descriptors. It does not cover other modifications, such as route modification.

The requirements on subnetwork connection modification provided in Section 4.1.2.2
apply here.

6.3.5.4 Managed
Entities

The following M4 NE-view Managed Entities are relevant to this Outline Ensemble (please refer to the M4
NE view reguirements and protocol-independent MIB specification for the definition of these entities),
along with M4 Network-View Managed Entities:

NE-View Managed Entitiesinvolved in this scenario:

Note: The CMIP object nameis provided in parenthesis, if different from the protocol-independent MI1B
name)

atmAccessProfile

ATM Cross Connection (atmCrossConnection)
ATM Cross Connection Control (atmFabric)
Physical access points, e.g. for SDH/SONET or PDH
BICI (interNNI)

BISSI (intraNNI)

TC Adaptor (tcAdaptorTTPBidirectional)

UNI

VCC Termination Point (vcCTPBidirectional)

VCL Termination Point (vcT TPBidirectional)
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VPC Termination Point (vpCTPBidirectional)
VPL Termination Point (vpTTPBidirectional)

Network-L evel Topological Managed Entitiesinvolved in this scenario:

vpSubnetwork or veSubnetwork
vpSubnetworkConnection or veSubnetworkConnection
vpLinkConnection or vcLinkConnection

vp or vcTrail

Management Entitiesinvolved in this scenario:
Network

6.3.5.5
Scenario

In analogy to the set-up of a subnetwork connection, the modification of a subnetwork connection can be
done at the network level, i.e. using managed entities of the M4 network level view or at the NE level.
Depending on the scenario (see below) the M4 operations and managed entities which are used via the M4
interface belong to the M4 network level or the M4 NE level. In the case of a change at the network-level
(case 1), both a NE+Network-level Managed Architecture and a Network-level Managed Architecture are
applicable; in the case of a change at the NE-level, a NE+Network-level Managed Architecture isrequired
because NE-level view resources are directly addressed.

Case 1: Network level view, steps:

Step 1: The subnetwork Management System receives a request to modify an existing subnetwork
connection (at that VP or VC level).

Step 2: The subnetwork Management System requests the subordinate subNM S to modify their portion of
the subnetwork connection.

Step 3: If the subNMS receives acknowledgment of the changes from its subtending
subNMS, the subnetwork connection modification is completed, and an attribute change modification is
sent out.

Step 4: If any of the subtending subNM S is unable to perform the change, the subnetwork connection
modification is failed. Changes which have been at alower level are undone.

Case2: NE leve view; steps:
Step 1: Determine the NE involved
Step 2: Modify the corresponding veCTP attributes

Step 3: If the modification is accepted by each involved NE, the modification is put into effect.
An attribute change modification is sent out by the NE.

Step 4: If any NE is unable to perform the change, the modification request isfailed. The Operator isthen

responsible to undo the accepted changes in the NE which were able to perform the change.
6.4 Interlayer Trail Connection Management Outline Ensemble
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6.4.1 Interlayer Trail Set-Up In a Single Management Domain Outline Ensemble

6.4.1.1 Network Management Context

This Outline Ensemble addresses a subset of the capabilities of the M4 management interface which
performs the Trail connection set-up service. ATM networks can be decomposed into the virtual path layer
and the virtual channel layer. It is possible to build a subnetwork Management System (subNMS) for the
management of each layer network. Those two layers have a client-server relationship as described in the
ITU-T Recommendation G.803, Architectures of Transport Networks Based on the Synchronous Digital
Hierarchy (SDH) [3]. Similar relationships can be applied between the ATM layer network and the
transmission network such as SONET or SDH.

This Outline Ensemble shows one example of Trail connection setup between two layer networks with the
client-server relationship. A layer network (VC or VP) can be partitioned into subnetworks and links
interconnecting them. A VC link may use a VP layer network to interconnect the VC subnetwork. In this
caseaVClink is supported by aVP trail in the VP layer (see Appendix A).

Note: The described mechanism to provide and manage VP-trailsis same for VC-trails at VC-layer.

Relationshipswith Other Outline Ensembles: Note that this Outline Ensemble is closely related to the
link provisioning.

The Network Management architecture selected here is the Network-View-only Management Architecture.

VC layer Network | veNMS |
SubNetworkl Link SubNetwork2 / M4 Interface

(ATM Network & NE View)
SNC1 SNC2
VvCSUbNMS1| | VcSJbNMé

N )

M4 Interface X
Link (ATM Network & NE View)

SNC11 SNC12

VP layer Network | VpS”bNMi]I | vaubNMSZI

Figure6.5.1.1: Interlayer Trail Set-Up in a single Management Domain

6.4.1.2 Transport
Architecture

See above Figure (Ieft side)
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6.4.1.3 Functional
Requirements

The following functional requirements are covered by this Outline Ensemble.

(R-4.1.2.1.2)-cm -1
(R-4.1.2.1.2)-cm -2
(R-4.1.2.1.2)-cm -3
(R-4.1.2.1.2)-cm -4
(R-4.1.2.1.2)-cm -5

6.4.1.4 Managed
Entities

Managed Entities:
The following Managed Entities are used in this ensemble:

vcTopologicalLink
vcLinkConnection
vpSubnetwork TP
vpSubnetworkConnection
vpTrail
vpTopologicalLinkTP
vpLinkConnection

6.4.1.5 Scenarios
This scenario covers an interlayer trail set-up in a single Management Domain

When aVC link is created between two V C subnetworks that are connected through V P subnetwork aVP
trail hasto be set up through the VP subnetwork.

Steps:

Step 1: The VC-layer Network Management System informs the provision function that alink is required
between V C subnetworks SNW1 and SNW?2. VC-layer Network Manager specifies the end-points to the
link, VCI range, maximum number of simultaneously active VCC, etc.

Step 2: The provision function requests the V P-layer Network Manager to set up a VP-trail with identity
of the ATM interface termination point, or with the VPI value of a VP termination within a specific ATM
interface and other necessary parameters.

Step 3: The VP-layer Network Management System transforms the trail request into subnetwork and link
connection set up requeststo set up a Virtual Path Subnetwork Connection through the VP layer network.

Step 4: VP-layer subnetwork management Systems create the requested subnetwork connections and the
VP-layer network manager creates the link connections between the subnetworks.

Step 5: At the edges of the Virtual Path Subnetwork Connection the VP-layer Network Management

System creates VP Trail Termination points, associates VP Trail termination functions to them and binds
them to corresponding VP connection termination points.
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Step 6: The VP-layer Network Manager notifies the provision function that the VP trail has been set up by
returning the VP trail identifier to the provisioning function. Now, the VC link creation can proceed.

6.4.2 Interlayer Trail Set-Up Across Multiple Management Domain Outline
Ensemble

6.4.2.1 Network Management
Context

This Outline Ensemble addresses a subset of the capabilities of the M4 management interface which
performs the Trail connection set-up service. In this, both SUbNMS are peers. It isan

example of network-level distributed management architecture. Note that the trail Managed Entity is
needed only if the vc-layer and the vp-layer are managed independently.

M4 Interface
(ATM Network & NE View)

| chubNMSlI | vCSubNMSZI

M4 Interface M4 Interface
(ATM Network & NE View) (ATM Network & NE View)

VPSUbNM S1| vaubNMSZl | vaubNMS]l | vaubNM82|

Domain A Domain B

Figure6.5.2.1: Interlayer Trail Set-Up across Management Domain (NM S view)

6.4.2.2 Transport
Architecture
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Link
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VP layer Network

SNC21
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Figure6.5.2.1: Interlayer Trail Set-Up across Management Domain (Transport Entities)

6.4.2.3 Functional
Requirements

Same asin Section 6.5.1.3

6.4.2.4 Managed
Entities

Managed Entities:

The following Managed Entities are used in this ensemble:

vcTopologicalLink
vcLinkConnection
vpSubnetwork TP
vpSubnetworkConnection
vpTrail
vpTopologicaLinkTP
vpLinkConnection

6.4.2.5 Scenarios

This scenario covers an interlayer trail set-up across two Management Domains

Steps:

Step 1: The VC-layer Network Manager informs the provision function that alink is required between VC
subnetworks SNW1 and SNW2. VC-layer Network Manager specifies the end-pointsto the link, VCI

range, maximum number of simultaneously active VCC, etc.
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Step 2: The provision function requests one of the VP-layer subnetwork Management System at the edges
of the trail to set up aVP-trail with identity of the ATM interface termination point, or with the VPI value
of aVP termination within a specific ATM interface and other necessary parameters.

Step 3. The VP-layer subnetwork Management System that is requested to set-up the VP-trail transforms
the trail request into subnetwork and link connection set up requests to set up a Virtual Path Subnetwork
Connection through the VP layer network.

Step 4: The VP-layer subnetwork management system that receives the requests for subnetwork and link
connections creates the requested subnetwork connections within its own domain and the link connection,
in association with the requesting the VP-layer sUbNMS.

Step 5: VP-layer subnetwork management system that receives the requests for subnetwork and link
connections creates the requested subnetwork connections within its own domain and the link connection,
in association with the requesting the VP-layer subNMS.

Step 5: At the edges of the Virtual Path Subnetwork Connection the VP-layer Network Manager creates
VP Trail Termination points, associates VP Trail termination functions to them and binds them to
corresponding VP connection termination points.

Step 6: The VP-layer Network Manager notifies the provision function that the VP trail has been set up by
returning the VP trail identifier to the provisioning function. Now, the VC link creation can proceed.
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7. Acronyms

ATM: Asynchronous Transfer Mode

BICI: Broadband Inter-Carrier Interface
BISSI: Broadband I nter-Switching System Interface
CTP: Connection Termination Point

EML: Element Management L ayer

EMS:. Element Management System

EV: Element View

LC: Link Connection

NE: Network Element

NV: Network View

NEF: Network Element Function

NEL: Network Element Layer

NML: Network Management Layer

NMS: Network Management System

PVC: Permanent Virtual Circuit

QOS: Quality Of Service

SNC: Subnetwork connection

subNM S: Subnetwork Management System
TP: Termination Point

TTP: Trail Termination Point

UPC/NPC: User Parameter Control/Network Parameter Control
UNI: User Network Interface

VC: Virtual Channel

VCI: Virtual Channel Identifier

VP: Virtual Path
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Appendix A: Transport Network Architecture Functional Model

This Appendix provides afunctional description of the network based on ITU-T Recommendations |.326
[1] and G.805 [2]. Recommendation G.805 provides a generic functional description of the network.
Recommendation 1.326 focuses specifically on the description of the ATM network functional architecture.
In these recommendations, the following Network architectural components have been identified'.

1 Topological Components

The topological components provide the most abstract description of a network. Four topological
components have been distinguished; these are the layer network, the sub-network, the link and the port.
Using these componentsit is possible to completely describe the logical topology of alayer network.

1.1 Layer Network

A layer network is defined by the complete set of like ports which may be associated for the purpose of
transferring information. The information transferred is characteristic of the layer and is termed
characteristic information. Port associations may be made and broken by alayer management process thus
changing its connectivity. A layer network is made up of sub-networks and links between them.

Characteristic Information: Characteristic information isasignal of characteristic rate and format which is
transferred within and between sub-networks and presented via an adaptation function to an access point
for transport by a server layer network. (The adaptation function adapts the signal so that it may be
transported by the server layer network, e.g. by multiplexing several client layer signals together.)

1.2 subnetwork

A sub-network describes the potential for sub-network connections across the sub-network. It can be
partitioned into interconnected sub-networks and links. Each sub-network in turn can be partitioned into
smaller sub-networks and links and so on. It is defined by the complete set of ports which may be
associated for the purpose of transferring characteristic information. The port associationsin a sub-
network may be made and broken by alayer management process thus changing its connectivity (i.e. the
establishment or clearing down of sub-network connections)

Layer Network Level 1
. Level 2
Partitioned to

Subnetworks
Level n-1

Matrix A .
Subnetworks Final
(::f)*”/” Level n

* The symbols used in the figures of this Appendix are defined in ITU-T Recommendation G.805.
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Figure 1 Example of subnetwork Partitioning

1.3Link

A link describes the fixed relationship between a sub-network and another sub-network or access group. It
is defined by the sub-set of connection points on one sub-network which are associated with a sub-set of
connection points or access points on another sub-network or access group for the purpose of transferring
characteristic information. The link represents the topological relationship between apair of sub-networks.

1.4 Port

A port represents the output of atrail termination source or unidirectional link connection, or the input to a
trail termination sink or unidirectional link connection.

2. Transport Entities
The transport entities provide transparent information transfer within alayer network.

Two basic entities are distinguished according to whether the information transferred is being monitored
for integrity or not. These are termed trails and connections. Connections are further distinguished into
sub-network connections and link connections according to the topological component to which they
belong.

Trails and connections are characterized by their directionality. Connections are also characterized by their
modes.

The directionality of a connection or of atrail indicates whether transmission is uni-directional or bi-
directional. In this specification, all connections are assumed to be bidirectional, with different bandwidth
characteristic in each direction. That way, a unidirectional connection can be represented as a bidirectional
connection, with zero return bandwidth.

The mode of a connection indicates the type of transmission, that is, point to point, point to multi-point,
multicast, broadcast or conference.

21 Trail

A trail in aserver layer network is responsible for the integrity of transfer of characteristic information
from one or more client layer networks between the server layer ports, utilizing the characteristic
information of its own layer. Trail termination functions at either end of the trail monitor the integrity of
transfer by adding incremental information to the adapted characteristic information from the client layer
networks. Thesetrail termination functions are thought of as being part of the trail. A trail may support one
or more linksin each client layer network.

2.2 Sub-network Connection

A sub-network connection is capable of transferring characteristic information across a sub-network
transparently. It is delineated by ports at the boundary of the sub-network and represents the association
between ports within the same sub-network. Sub-network connections are in general made up of a
concatenation of lower level sub-network connections and link connections and can be viewed as an
abstraction of this more detailed view.
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2.3 Link Connection

A link connection is supported by alink which is supported by atrail in the server layer network. It is
capable of transferring information transparently across alink between two connection points or between a
trail connection point and a connection point in the case of alink connection at the boundary of alayer
network.

3 Transport Processing Functions

Two generic processing functions of adaptation and trail termination are distinguished in describing the
architecture of layer networks.

31 Adaptation Function

The Adaptation Function is a"transport processing function" which adapts a server layer to the needs of a
client layer.

Adaptation source: Adapts the client layer network characteristic information into a form suitable for
transport over atrail in the server layer network.

Adaptation sink: Converts the server layer network trail information into the characteristic information of
the client layer network

Bidirectional Adaptation: Thisfunction is performed by a co-located pair of adaptation source and sink
functions.

"Adaptation” functions have been defined for many "client/server” interactions. The following are
examples of processes which may occur singly or in combination in an adaptation function; coding, cell
extraction; rate changing, aligning, justification, multiplexing.

3.3.2 Trail Termination Function

The Trail termination function is a "transport processing function" which generates the "characteristic
information” of alayer network and ensures integrity of that "characteristic information”.

Trail termination source: a"transport processing function" which accepts adapted " characteristic
information" from aclient layer networks at its input, adds information to allow the "trail" to be monitored
and presents the characteristic information of the layer network at its output. The trail termination source
can operate without an input from a client layer network.

Trail termination sink; a"transport processing function" which accepts the characteristic information of the
layer network at its input, removes the information related to "trail" monitoring and presents the remaining
information at its output.

Bidirectional Trail termination: a"transport processing function” that consists of a pair of co-located trail
terminations source and sink functions.

4 Architectureof an ATM Network
4.1 General

The functional architecture of an ATM network shall follow the generic rules defined here which are
consistent with ITU Recommendation G.805 [2]. It is described in Recommendation G.atma[1]. The
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specific aspects regarding the layer structure, the partitioning and the client/server associations of ATM
networks are given below.

4.2 Layer Structure

ATM networks can be decomposed into two independent layers with a client/server association between
them namely the virtual path layer and the virtual channel layer. The virtual path layer isaserver layer for
the virtual channel layer.

421  Virtual Path Layer Network

The VP layer network allows the transport of ATM cells through VP trail between access points. Access
points can be located in the user domain and/or in the network provider domain. The VP layer network
contains the following transport functions and transport entities:

VP trail termination(V PT): generates and terminate the F4 end-to-end OAM cells [1.610].
VP network connection (VPNC).

VP link connection (VPLC).

VP sub-network connection (VPSC).

VP connection points (VPCP): binds link and subnetwork connections.

Access points (AP): areference point that binds the trail termination and
adaptation functions.

. VP Trail .
Access Point € % — — — — — — — — — — — — — — — ¢ 3 Access Point
VP Trail | E] VP Trail
Terminatio Termination
VP NC

_VJ? LC_ =
VPCP VPCP

Figure2 ATM VP Layer Network

3.4.2.2 Virtual channel layer network

The VC layer network allows the transport of ATM cells through V C trail between access points. Access
points can be located in the user domain and/or in the network operator domain. The VC layer network
contains the following transport functions and transport entities (see figure 2):

VC trail termination(VCT): generates and terminate the F5 end-to-end OAM cells
[1.61Q].

VC network connection (VCNC).

VC link connection (VCLC).

V C sub-network connection (VCSC).

V C connection points (VCCP): binds link and subnetwork connections.

Access points (AP): areference point that binds the trail termination and
adaptation functions.

133



Access Point €_3

VC Trail
Terminatio

v

VC Tralil

Figure3 ATM VC Layer Network

134

af-nm-0058.000

Access Point

VC Trail
Termination



af-nm-0058.000

34.3 ATM Layer Network Adaptations

The overall layer networks relationship of the ATM network is shown in figure 4. A VP link connection is
provided by atrail in atransmission path (T-path) layer network. This T-path layer network can be
SONET/SDH-based, PDH-based or cell-based. A VC link connection is provided by atrail in the VP layer
network. A VC trail isused to transport specific service characteristic information.

Therefore, three types of adaptation functions, described below, have to be defined.

ATM & ATM )
Adaptation 'Adaptation

VC Trail

Access Point Access Point

VC Trail
Termination

VP/VC
Adaptation

VP/VC
Adaptation
. VP Trail X
AccessPoint €_ 8 m—m —m — — — ——— Access Point

iz VP Trail
Termination

VP Trail
Terminatio

T-Path/VP T-Path/VP
Adaptation Adaptation
Transport -Path Trail
Access Point _—  _amsport-Talial Access Point

Figure4 Exampleof Layer Networksin ATM Context

431  VP/T-path adaptation

The source VP/T-path adaptation performs, between its input (VP connection point) and its output (T-path
access point), VPI alocation, cell multiplexing, including selective cell discards and GFC setting or
unassigned cell insertion, idle cell insertion, cell scrambling, HEC generation and cell stream mapping into
the T-path payload.
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The sink VP/T-path adaptation performs, between itsinput (T-path access point) and its output (VP
connection point), cell stream extraction from the T-path payload, cell delineation, cell descrambling, HEC
processing, idle cell removal, cell demultiplexing according to the VPI value, including unmatched VPI
cell discards and selective cell discard.

432  VC/VP adaptation

The source VC/V P adaptation performs, between itsinput (V C connection point) and its output (VP access
point), VCI alocation, and cell multiplexing, including cell discard and meta signaling insertion.

The sink VC/VP adaptation performs, between itsinput (VP access point) and its output (V C connection
point), cell demultiplexing according to the VCI value, meta-signaling extraction and unmatched V CI cell
discard.

4.3.3 ATM Adaptation (AAL)

ATM adaptation are defined in ITU-T Recommendation 1.363.
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Appendix B: TMN Model of the M4 and M5 Interfaces

This Appendix shows the ATM-Forum M4 and M5 interfaces modeled as TMN interfaces®. The M4
interfaceisa TMN Q3 interface between a public Network Management System (or TMN Operation
System (0S)), and aTMN Network Element (NE), an Element Management System (EMS), or another
Network Management System (NMS). Figure B-1 shows the example of an interface between an NE and
an NMS. The M5 interface between two public NMSs of different network providersisa TMN X interface
(an interface between OSsin different TMNS).

Inthe TMN, interfaces (such as Q3 and X) are always between physical building blocks (such as OSs and
NEs). The TMN physical building blocks contain one or more function blocks which may communicate
amongst each other within the same building block or with function blocksin other building blocks. When
function blocks in different building blocks communicate with each other, they usea TMN interface. TMN
function blocks include the Network Element Function block (NEF), and the Operation System Function
block (OSF). The OSF function block may be specialized into business (B-OSF), Service (S-OSF),
Network (N-OSF), and Element (E-OSF) function blocks.

ITU-T Recommendation M.3100, the Generic Information Model, defines three management information
views:

1. "The Network Element view is concerned with the information that is required to manage
aNetwork Element (NE)." Thisincludes "the information required to manage the NEF
and the physical aspects of the NE."

2. "TheNetwork view is concerned with the information representing the network, both
physically and logically. It is concerned with how network element entities are related,
topographically interconnected, and configured to provide and maintain end-to-end
connectivity."

3. "Theserviceview is concerned with how network view aspects (such as an end-to-end
path) are utilized to provide a network service, and, as such, is concerned with the
requirements of a network service (e.g. availability, cost, etc.), and how these
requirements are met through the use of the network, and all related customer
information."

"Objects defined for a given view may be used in others, and any object may be used by any interface
which requireit.

The M4 NE-view (ev) and the network view (nv) are ATM-specific implementations of the Network
Element view and of the Network view respectively. As an example, in Figure B-1, an Element
Management Function block (an E-OSF) in the public network provider OS communicates with the NEF in
the ATM Network using objects from the M4 Network Element view (ev). An N-OSF may use both the M4
ev and nv when communicating with an OSF in the ATM network, but would only use the M4 ev when
communication with the NEF. Note that nv denotes only objects which are unique to the network view,

and that the complete network view uses both the ev and the nv.

® Note that the terminology used in this Appendix is the terminology defined in ITU-T
Recommendation M.3010. It refers to Operation Systems (OS) which map into Network
Management Systems (NMS) and Element Management Systems (EMS). In the same fashion,
Operation System Functions (OSF) map to the Network Management Layer (NML) functions and
to the Element Management Layer (EML) functions.
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Public NMS (OS)

Public NMS (OS)
Carrier 2 Carrier 1

—+ x

M5

TMN Keys:

OS: Operation System

OSF: Operation System Function
B-OSF: Business OSF

S-OSF: Service OSF

N-OSF: Network OSF

E-OSF: Element OSF

NE: Network Element

NEF: Network Element Function
Q3: TMN Q3 Interface

X: TMN X Interface

N_OSF
‘ev, nv

sSv »
nv

ey, nv
ev

Q3 M4

ev
ev, nv

ev, NV

ATM-Forum Keys:

sv: Service View

nv: Network View

ev: Network Element View

M4: Network Provider NMS
to ATM NE, EMS, (sub)NMS
interface

M5: Network Provider to Network
Provider Management System
interface

FigureB-1: M4 and M5 Interfaces Modeled
In termsof the TMN Architecture (Example)
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Appendix C: Naming

Thisinformation is provided here as a place-holder. It may better belong in the NE MIB or in
an implementor's guide:

(R-App-C)-M4: Only local naming is required. The local distinguished name shall start at the NE RDN
itself. A network object may be implemented at the subnetwork level.

(R-App-C)-M5: Managed entities names shall be unique.
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