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Abstract. A challenging problem faced by researchers and developedise
tributed real-time and embedded (DRE) systems is devisidgnaplementing ef-
fective adaptive resource management strategies that emt emd-to-end qual-
ity of service (QoS) requirements in varying operationahteats. This paper
presents three contributions to research on adaptive nesomanagement for
DRE systems. First, we describe the structure and funditgnaf the Hybrid
Adaptive Resource-management Middleware (HyARM), whiahdes advanced
distributed resource management based on hybrid contexritic techniques
to monitor system utilization and adapt to fluctuations irrkimad. Second, we
present an analytical model of HyARM that formalizes thetrobtheoretic be-
havior of HYARM and conveys the relationship between thesysesource uti-
lization and application QoS. Third, we highlight the adaptbehavior of HyARM
via experiments on a DRE multimedia system that distribuitieo in real-time.
Our results indicate that the HYARM vyields predictableb#aand high system
performance, even in the face of fluctuating workload anduese availability.

1 Introduction

Real-time and embedded systems have traditionally beegraesfor contexts where
operational conditions, input workloads, and resourcdatitity are knowna priori,
and are subject to little or no change at run-time. In stlokedenvironments, conven-
tional scheduling techniques, such as rate monotonic sdingd1], are often effective
in allocating and managing system resources. There isdstrg demand, however, to
introduce moredaptivecapabilities indistributedreal-time and embedded (DRE) sys-
tems, such as autonomous air surveillance, total ship ctingpenvironments and hot
rolling mills, that execute impenenvironments where system operational conditions,
input workload, and resource availability cannot be charized accuratela priori.
In suchopenenvironments, conventional scheduling techniques aendfteffective
at managing system resources, due to their inability to fgadiocations at run-time
based on resource availability and requirements. Resonacegement for open DRE
systems therefore need mechanisms #tptto dynamic changes in resource avail-
ability and requirements.

Achieving end-to-end real-time quality of service (QoSpéaticularly important
for open DRE systems that face resource constraints, sughitesd computing power
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and network bandwidth. Over-utilization of these systesotgces can yield unpre-
dictable and unstable behavior, whereas under-utilimatan yield excessive system
cost. A promising approach to meeting these end-to-end @gdrements effectively,

therefore, is to develop and apmyaptive middlewar§2, 3], which is software whose

functional and QoS-related properties can be modified eithe

— Statically, e.g, to reduce footprint, leverage capabilities that existgadfic plat-
forms, enable functional subsetting, and minimize harévsaftware infrastructure
dependencies, or

— Dynamically, e.g, to optimize system responses to changing environments-or r
quirements, such as changing component interconnecpongr-levels, CPU and
network bandwidth availability, latency/jitter; and wdokd.

In open DRE systems, adaptive middleware must make sucHicaatins depend-
ably, i.e., while meeting stringent end-to-end QoS requirementschvihéquires the
specification and enforcement of upper and lower boundsstesyresource utilization
to ensure effective use of system resources. To meet thggieements, we have devel-
oped theHybrid Adaptive Resource-management Middlew@gARM), which is an
open-sourcedistributed resource management middleware that helpgeesficient,
flexible, and predictable adaptive resource managemeithvigikey to supporting the
requirements of open DRE systems.

HyARM is based on hybrid control theoretic techniques [4ybHd control tech-
niques provide a theoretical framework for designing aariif complex system with
both continuous and discrete dynamics. In our case stuelyatk of adaptive resource
management is to control the utilization of the differersterces, which are described
by continuous variables. We achieve that by adapting thautsn, which is modeled
as a continuous variable, and by changing the frame-ratérendompression, which
are modeled by discrete actions. We have implemented HyARId Bhe ACE ORB
(TAO) [5], which is an implementation of the Real-time CORBpecification [6].

This paper shows how we applied HYARM to an emergency regpang surveil-
lance multimedia system to support its resource manageragoirements by modi-
fying video qualities, such as compression scheme, picagelution, and frame rate.
Ensuring end-to-end performance for this DRE system is iratte face of limited
computing and network resources. Our results show that {BR#M ensures effec-
tive system resource utilization and (2) end-to-end Qo8irements of higher priority
applications are met, even in the face of fluctuations in Voad.

The remainder of the paper is organized as follows: Sectidaszribes the archi-
tecture, functionality, and resource utilization modeloofr DRE multimedia system
case study; Section 3 explains the structure and funcitgrafl HyARM; Section 4
presents a formal model of the resource management chaiémgur case study; Sec-
tion 5 evaluates the adaptive behavior of HYARM via experta@®n our multimedia
system case study; Section 6 compares our research on HyARNMelated work; and
Section 7 presents concluding remarks.

! The code and examples for HYARM are availablevaiw. dr e. vanderbi | t . edu/
~nshankar/ HyARM .



2 Case Study: DRE Multimedia System

This section describes the architecture and QoS requirsoéour DRE multimedia
system that contains two classes of applications@@p-enablednd best-effort In
these applications, remote receivers are updated via batgmEns with real-time video
of subjects of interest captured by unmanned air vehiclé®/§)l We use this system
as a case study to motivate the design of HyARM described @ticde3 and provide
the context for our empirical results described in Section 5

Fig. 1. DRE Multimedia System Architecture

DRE multimedia system architectur€he architecture for our DRE multimedia system
is shown in Figure 1 and consists of the following entities:

— Data source (video capture by UAV) where video is captured (related to subject
of interest) by camera(s) on each UAV, followed by encodifigaw video using a
specific encoding scheme and transmitting video to the nagesn the pipeline.

— Data distributor (base station), where the video is processed to remove noise,
followed by retransmission of the processed video to thé stegje in the pipeline.

— Sinks (command and control center)where the received video is again processed
to remove noise, then decoded and finally rendered to endlisgdays.

These entities interact via the following pipeline of tagidg video capture by cameras
on the UAV, (2) encoding of the captured video, (3) transiois®f video to a base
station, (4) filtering of received video to remove noise, tfahsmission of processed
video to receivers, and (6) presenting the received videentbusers via a graphical
display.

Advances in video encoding and compression technique]mhdve made sig-
nificant improvement the the mechanism used to (de)compiédss. Common video
compression schemes are MPEG-1 [11], MPEG-2 [12], Realdided MPEG-4 [13]
yield high quality compressed video . Each compressionreelis characterized by its
resource requiremerg,g, the computational power to (de)compress the video signal,
amount of network bandwidth required to transmit the corsged video signal. Prop-
erties of the compressed video, such as resolution and fratealetermine both the
quality and the resource requirement of the video.



QoS requirements in DRE multimedia syste@ur multimedia system case study has
the following end-to-end real-time QoS requirements:

— Latency, which should be minimized for end-users to view good qudiitl-
motion video. Increased latency leads to delivery of stadew, which is unde-
sirable.

— Inter-frame delay, also known as jitter, which impacts the smoothness and the
clarity of the video. Due to the timeliness constraints ee Nideo, however, our
case study does not apply delayed buffering techniqueslEl4p reduce jitter.
Earlier studies [16, 17] have shown that human eyes caniperdelays more than
200ms, which we use as the upper bound on jitter for our casly.st

— Frame rate, which determines the quality of the video [16]. Full motipicture
is typically rendered at 30Hz, but smooth video with framee rabove 15Hz is
acceptable for the applications in our multimedia systemde¥ of lower frame
rates are not as smooth, but can be used as long as otheregu@litch as latency
and picture resolution) are acceptable.

— Picture resolution (in pixels) which determines the quality of the video image.
Video of lower resolution results in smaller picture andafér clarity. Resolution
should serve the purpose for which it is used, video for emergency response
and surveillance should be clear and large enough to dishgarious subjects of
interest.

The QoS requirements described above can be classifiedrapdigierthard or soft
Hard QoS requirements should be met by the underlying syateati times, whereas
soft QoS requirements can be missed occasioRdlty: our case study, we treat QoS
requirements such as latency and jitter as harder QoS eeqeitts and strive to meet
these requirements at all times. In contrast, we treat Qq@inements such as video
frame rate, picture resolution, and depth of image as s@& requirements and mod-
ify these video properties adaptively to handle dynamiaglea in resource availability
effectively.

DRE multimedia system resource$here are two primary types of resources in our
DRE multimedia system: (Ijrocessorghat provide computational power available at
the UAVs, base stations, and end receivers anah¢Ryork linksthat provide commu-
nication bandwidth between UAVs, base stations, and ergvers. Resource require-
ments and availability of these types of resources are stagdo the following types
of dynamic changes:

— The computing power required by the video capture and engadsk depends on
dynamic factors, such as speed of the UAV, speed of the dufifjebe subject is
mobile), and distance between UAV and the subject.

— The wireless network bandwidth available to transmit vidaptured by UAVs to
base stations also depends on dynamic factors, such asdbeé spthe UAVs and
the relative distance between UAVs and base stations. Theéwidth of the link

2 Although hard andsoft are often portrayed as two discrete requirement sets, itipeathey
are usually two ends of a continuum ranging from “softer” bafder” rather than disjoint
points.



between the base station and the end receiver is limitednbut stable than the
bandwidth of the wireless network.

Two classes of applications QoS-enablednd best-effort— use the multimedia
system infrastructure described above to transmit videihvé@r respective receivers.
QoS-enabled applications has higher priority over bdsietlass. In our case study,
emergency response applications belong to QoS-enablssl atal surveillance appli-
cations belong to best-effort class. Computing and banttiwigsources are allocated
during system initialization for each class of applicatiBor example, since a video
stream from an emergency response application is of highpoitance than a video
stream from a surveillance application, it should receiegeresources end-to-end.

In our multimedia system, resource utilization by applmas¢ are interdependent,
i.e., increase (or decrease) in CPU resource utilization by ppéaation results in cor-
responding increase (or decrease ) in network resourgzatitin. Since resource avail-
ability significantly affects application QoS, we usarrent resource utilizatioras the
primary indicator of system performance. We refer to theenirlevel of system re-
source availability as theystem conditionBased on this definition, we can classify
system conditions as being eitharder, over, or effectivelyutilized.

Under-utilization of system resources occurs when theetiimesource utilization
is lower than the desired lower bound on resource utilizatio this system condition,
large amounts of residual system resources fetwork bandwidth and computational
power) are available after meeting end-to-end QoS reqeintsof applications. These
residual resources can be used to increase the QoS of theadjopls. For example,
residual CPU and network bandwidth can be used to delivéebatality video €.g,
with greater resolution, higher frame rate, and higherlideptmage) to end receivers.

Over-utilization of system resources occurs when the atiresource utilization is
higher than the desired upper bound on resource utilizalibis condition can arise
from loss of network bandwidth, loss of computing power aéstation, end receiver
or at UAV, or may be due to an increase in resource demandeticbgpiplication.
Over-utilization is generally undesirable since the gyaif the received video (such
as resolution and frame rate) and timeliness propertiesh(as latency and jitter) are
degraded and may result in an unstable (and thus ineff@stygtem.

Effective resource utilization is the desired system ctiodisince it ensures that
end-to-end QoS requirements of the UAV-based multimeditesy are met and utiliza-
tion of both system resourcese., network bandwidth and computational power, are
within their desired utilization bounds. Section 3 desesitbechniques we applied to
achieve effective utilization, even in the face of fluctngtresource availability.

3 Overview of HYARM

This section describes the architecture of thdrid Adaptive Resource-management
Middleware(HyARM), which is an adaptive middleware for distributedoerce man-
agement. HYARM employs advanced hybrid control theoretithihiques [4] to ensure
efficient and predictable system performance by providogpéve resource manage-
ment, including monitoring of system resources and enfigréiounds on application
resource utilization.



Legend
Central

Controller

Resource Utilization

Resource Allocation

Application

~ .
RN
R

-
—~(_Adapter Adapter )~

& Monitor H Application H Monitor HAppIication H Monitor

System Resources

Fig. 2. HYARM Architecture

HyARM structure and functionalityHyARM is composed of three types of entities
shown in Figure 2 and described below:

— Resource monitorsobserve the overall resource utilization for each type ef re
source and resource utilization per application. In ourtimadia system, there
are resource monitors for CPU utilization and network badtw CPU monitors
observe the CPU resource utilization of UAVs, base statad,end receivers. Net-
work bandwidth monitors observe the network resourcezatilon of (1) network
between UAVs and the base station and (2) physical link bextviee base station
and end receivers.

— The central controller maintains the system resource utilization below a desired
bound by (1) processing periodic updates it receives frasoure monitors and
(2) modifying the execution of applications accordingly, by using different ex-
ecution algorithms or operating the application with irered/decreased QoS. This
adaptation process ensures that system resources arediéfficiently and end-to-
end application QoS requirements are met. In our multimggéem, the HYyARM
controller determines the value of application paramesrsh as (1) video com-
pression schemes, such as Real Video and MPEG-4, and/aa(@¢ frate, and (3)
picture resolution. From the perspective of hybrid contineloretic techniques [4],
the different video compression schemes and frame ratetfediscrete variables
of application execution and picture resolution formsabatinuous variables

— Application adapters modify application execution according to parameters rec-
ommended by the controller and ensure that the operatiomeofpplication is in
accordance the recommended parameters. In our multimestiens, the applica-
tion adapter ensures that the video is encoded at the recodeddrame rate and
resolution using the specified compression scheme.

HyARM adapts to changes in resource requirements and bilajldy (1) online
monitoring of resource utilization (via resource monijo(g) dynamically modifying
resource utilization by modifying application paramet@is the central controller),
and (3) enforcing bounds on application resource utilimably operating the applica-
tions at above computed parameters (via application adgpteor example, network



monitors observe the utilization of network bandwidth aotify the central controller
about any increases/decreases in bandwidth utilizatiepebding on changes in re-
source utilization, the central controller can decreasa@ease the QoS of lower and
higher priority applications. The central controller mites the video parameters and
notifies the corresponding application adapter with thésesl/application parameters
so it can modify the application operation accordingly.

Applying HYARM to the Multimedia System Case StdghaRM is built atop of TAO [5],
which is a widely used open-source implementation of Riea¢-CORBA [6]. HYARM

is a middleware that enables adaptive resource managean@RE systems. HYARM
can be applied to ensure predictable, efficient, and adapdisource management of
any DRE system where resource availability and/ requirésname subject to dynamic
change.

Figure 3 shows the interaction of various parts of the DREtinmeldia system de-
veloped with HYARM, TAO, and TAO’s A/V Streaming Service. O& A/V Stream-
ing service is an implementation of of the CORBA A/V StreaghBervice specifica-
tion [18]. TAO's A/V Streaming Service is a QoS-enabled ddkstribution service that
can transfer video in real-time to one or more receivers. ¥éethie A/V Streaming Ser-
vice to transmit the video from the UAVs to the end receivéasive base station. Three
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Fig. 3. Developing the DRE Multimedia System with HYARM

entities of HYARM, resource monitors, central controlemd application adapters are
built as CORBA servants, so they can be distributed throughdDRE system. Re-
source monitors are remote CORBA objects that update thieateontroller with the
current resource utilization periodically via TAO. Apmiion adapters are collocated
with applications since they interact closely.

As shown in Figure 3, UAVs compress the data using variougcession schemes,
such as MPEG1, MPEG4, and Real Video and use TAO’s A/V stnegrseérvice to
transmit the video to end receivers. HYARM'’s resource nmaitontinuously observe
the system resource utilization and notify central cofgralith the current resource
utilization. The base station is not included in the figuresithe it only retransmits the
video received from UAVs to end receivers.



The interaction between the controller and the resourcdtorgruses the Observer
pattern [19]. When the controller receives resource atilon updates from monitors
it performs necessary modifications to application paranseand notifies application
adapter(s) via a remote operation call using TAO. Applaratdapter(s), that are col-
located with the application, modify the input parameterthe application, in our case
video encoder, to modify the application resource utilmaiand QoS. Table 1 sum-
marizes the number of lines of code of various entities in middleware and DRE
multimedia system case studly.

Entity Total Source Lines of Code
Multimedia System 157,191
HyARM 2,872
CORBA A/V Streaming Servige 19,504
The ACE ORB (TAO) 258,902

Table 1. Source Lines of Code for Middleware and DRE Multimedia Syste

4 Formal Model of the DRE Multimedia System

This section presents a formal model of our distributed imaltlia system case study
discussed in Section 2. We also present a formal model ofeb@urce management
challenges of our case study and describe how these chedlearg resolved using
HyARM by presenting a detailed analytical description ofARRM’s adaptive behav-
ior. This analytical model ensures that HyARM will restdne system utilization to the
desired state even during fluctuation in resource demand.

End-to-end system modélhe multimedia system comprisespplications(7; | 1 <

i <n}, executingomresource§R; | 1 < j < m}. The utilization of each resource
is monitored periodically and the sampling period is deddteT;. The utilization at
sampling period is specified a#/; (k).* We assume that a desired utilization set point

U;S) of each resourc®; is specified. LeUU* represent the desired utilization set point
of all system resources arid(k) represent the utilization of all resources at sampling
periodk. The objective of HyYARM is to increase the utilizatiéf( k) while satisfying
the utilization bound described by the set pdifit even in the presence of dynamic
workload changegi.e)

maxz Uj(k) | subject to U;(k) <U; {1 < j<m} 1)
j=1

During system startup, resources are allocateQdS-enabledndbest-effortap-
plication classes by selecting desired utilization sehfsiFor the QoS-enabled ap-
plications, we select the desired utilization set pointdbresourced/; and we have

3 Lines of source code was measured using SLOCCount.
4 We represent the utilization of all system resourced/bthat is a vector of sizen. U takes
values within[0, 1]™.



U; < U® (component wise). Due to changes in workload at runtime, Riy¥controls
the resource utilization of thbest-effortclass of applications to achieve the system
objective outlined in equation 1. This objective is achiby setting a time varying
utilization set point for thdest-effortclass defined by

Upe (k) = maz{(U* — Uy(k)), 0} (2)

The task of HYARM'’s controller is to select application paeters (such as frame
rate, resolution, and compression scheme) dynamicallpsare that resource utiliza-
tion of each application class is close to the utilizationpent of that class. The uti-
lization set point of th&QoS-enabledlass is a constant, while utilization set point of
best-effortclass is time varying.

Resolution is a continuous parameter and can take valuageerts™"  §me],
(i.e) Smin < S(k) < Smar. HyARM achieves modification to resolution by mod-
ifying the width of the picture, and the length of the pictusecomputed to main-
tain an aspect ration of 4:3. Frame-rate and compressiamnselare discrete param-
eters and can take values from a fixed ¢e¢) F(k) € {F', F? F3,... FP}, and
C(k) € {Ct,C?%,C3,...,C%}. Specifically, the controller employs change in resolu-
tion AS(k) as acontinuous control variableand transitions between different frame
rates and compression schemesliasrete control variables

4.1 System Dynamics

At sampling period:, the contribution of the applicatidh to the utilization of resource
R; by applicationT; is denoted a#/; ; (k). The resource monitors observe these values
and update the central controller with the current valuesuece utilizationlJ; ; (k).

The total resource utilization of resourfg can therefore be written as

Uj(k) = _Uji(k) (3)
=1

We now establish a dynamic model that characterizes théaeship between the
control inputsfrom the central controller to the application adapt®(k), F(k), and
C(k) and the utilizatiorl/; ; (k). The dynamics of the syster#i; (k), can be obtained
fromU; ; as shown by equation 3. The model is characterizduyid (continuous and
discrete) dynamics. As discussed below, the continuouamigs represent the effect
of changes in resolution to the utilization for fixed fram&erand compression scheme,
whereas the discrete dynamics describe the utilizatioecefbr changing either the
frame rate or the compression scheme.

Continuous dynamicd.et AS; (k) = S;(k)—S;(k—1) denote the change in resolution
of applicationT;. The relationship betweenS; (k) and utilization of resourc®; by
applicationT;, U; ;(k), for a fixed compression scheme and frame-rate, is as fallows

Uji(k+1) = Uji(k) + 95,0, 5.0),c0(k) * ASi (k) (4)

where theutilization gaing; ; r, x),c,(x) represents the estimated change in resource
utilization of applicatioriZ; running on resourc®; for a unit change in resolution. In



general, the utilization gain is not constant and not knavpniori. We use an estimated
value that is obtained by profiling the system and monitothreggchange in resource
utilization of various resources for unit change in resolutThe controller is based on
this estimated value of the gain. Given that we employ feeklbantrol loop, however,
we expect to obtain good performance for a reasonable \v@agam.

There is a limit on the change in resource utilization thatloa obtained by chang-
ing the resolution of the picture, and is limited by the minbmand maximum resolu-
tion, S/in, S™Mar |n contrast, changes in frame rate and compression scHeenéha
resource utilization and application QoS significantlydéfsired changes in resource
utilization cannot be achieved by modifying resolution, ARM modifies frame rate
and/or the compression scheme as described next in theismamics discussion.

Discrete dynamicsDiscrete dynamics describe the change in utilization bypilica-
tion by switching frame rates and/or the compression sch@ngembination of frame
rate and compression scheme makes up a discrete operaiateabf an application.
Thehybrid automataof an application is shown in Figure 4.

b
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Fig. 4. Hybrid Automata Model of the Application

Each state in Figure 4 represents a compression scheme andtartt frame rate.
The error state indicates that the current resource utdiasdby the application is at
a maximum (or maximum), and therefore, cannot be furthereexed (or decreased).
Input to thehybrid automatds AUJ'»J», the desired change in utilization of resoufgg
by applicationT;. A transition from one state to other indicates in changeame-rate
and/or compression scheme, and therefore, results in ayehamesource utilization.
Estimated change in resource utilization by the appliceficas a result of the transition
is represented byAU; ; on each transition.



For example, the stat?0 / M} indicates that the video is transmitted at 20 frames
per second and compressed using MPEG-4 compression schg¢rarsition from{20
/ M} to {15/ R} indicates a modification in the video properties and redtieeframe-
rate from 20 to 15 and modifies the compression scheme from@AP© Real Video.
The estimated change in resource utilization is given bypdwametetAU; ; on the
transition from{20 /M} to {15/ R}. The relationship between the discrete transition
and application resource utilization is modeled as foltows

Ujik +1) = Uj (k) + AUji0,m (5)

whereAU; ;1. is the estimated change in resource utilization of resof¥cby ap-
plicationT; as a result of the transition from stdt¢éo m. Value of AU; ; ; »,, are not
constant and are obtained by profiling, similar to the wtiian gaing; ; r, x),c; x)-
Equation 4, equation 5 and thgbrid automatahown in Figure 4 model theybrid
dynamics of an applicatiof;. At every time stegc HYARM modifies the continuous
parameterAS(k), or discrete parameterB,k), C(k), of the application(s), if needed.

4.2 Modeling Adaptive Behavior in HyARM

The inputs to HYARM include (1) resource utilization setmdior all m resources,
U#, (2) utilization set point for QoS-enabled class of applaas,U?, (3) applications
with their minimum and maximum resolution, discrete setraffe-rate and compres-
sion scheme. Every sampling period, the controller of HyARMeives the net uti-
lization U (k) and utilization of each class of applicatiofy(k), Us.(k) for all system
resources. Upon receiving the resource utilization, therotler, if needed, computes
the new set of application parameters (frame-rate, corsjprescheme, and resolution)
and notifies the corresponding application adapter(s)espanse to this, the applica-
tion adapter(s) modifies input to the video encoder accgigiiThe detailed layout of
the interaction of HYyARM's various entities and the DRE nmkdia system is shown
in Figure 3.

In a DRE system containing many resources, such as our DRimadia system,
resource utilization of various resources may differ digantly. As a result, utilization
of certain resource may be within desired bounds whereézatitbon of certain re-
sources may be below (or above) the desired bound. Everylisanperiods, HYyARM
uses the following algorithm to determine whether the systeover-utilized or under-
utilized:

if IR; | Uj(k) > U {j =1,2,...,m} then
return over-utilized
else
if ERJ|UJ(]€) < UJS{_] =1,2,... ,m} then
return under-utilized
else
return efficient-utilized
end if
end if

HyARM responds to changes in resource availability andéonaind by reallocating
system resources to QoS-enabled and best-effort classgplidations as follows:



Over-utilization of system resourceBo reduce the system resource utilization, HyYARM
first identifies the resourcé?;, that is over-utilized to the maximurfi,e),
Jj = arg(maz{U;(k) — U;}). To achieve a reduction in the utilization of resoureg
HyARM then uses the following algorithm to compute the chaimgresource allocation
to QoS-enabled and/or best-effort class of applications.
if Uj4(k) > U, then
AU; 4(k) = Us = U ()
else
U3 (k) = maz{(U$ — U;(k)), 0}
AUjpe(k) = U; o (k) — Ujpe (k)
end if

Under-utilization of system resourcedo increase the system resource utilization,
HyARM first identifiesR;, the resource that is least under-utilizéag),
Jj = arg(min{U; — U;(k)}). To achieve an increase in the utilization of resouRge
HyARM then uses the following algorithm to compute the chaimgyesource allocation
to QoS-enabled and/or best-effort class of applications.
if Uj4(k) < U, then
AU; 4(k) = Us = U (k)
else
U3 (k) = maz{(U$ — U;(k)), 0}
AUjpe(k) = U e (k) = Ujpe (k)
end if
HyARM'’s central controller employs theybrid dynamicslescribed above to achieve
the above computed change in utilizatiahl((; , and/orAU; ;) to compute the new set
of application parameters. Following this, the controfietifies the corresponding ap-
plication adapters(s) with new set of application paranseiith the help of resource
monitors, central controller, and the application adaptgARM thus maintains system
resource utilization within the specified bounds.

5 Performance Results and Analysis

This section describes the testbed that provides the tnficiare for our DRE multi-
media system, which was used to evaluate the performancgARM. We then de-
scribe the experiments and analyze the results we obtairerdpirically evaluate how
HyARM’s adaptive resource model from Section 4 behavesnguvinder- and over-
utilization of system resources.

5.1 Overview of the Hardware and Software Testbed

Our experiments were performed on the University of Utai'siab network testbed [20].
The hardware configuration is shown in Figure 5 and consfste@® nodes acting as
UAVS, one acting as base station, and one as end receiveo ¥idm the two UAVs
were transmitted to a base station via a LAN. Network progerf the LAN were
chosen as follows: average packet loss ratio of 0.3 and bidtiddv Mbps (the network
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bandwidth was chosen to be 1 Mbps since each UAV in the DREmedlia system is
allocated 250 Kbps). These parameters were chosen to enaulatnreliable wireless
network with limited bandwidth between the UAVs and the betation® From the base
station, the video was retransmitted to the end receivea vigreline link of 10 Mbps

bandwidth.

The hardware configuration of all the nodes is 600 MHz Inteitlen 111 processor,
256 MB physical memory, 4 Intel EtherExpress Pro 10/100 Mbihernet ports, and
13 GB hard drive. A real-time version of Linux — TimeSys LifNET 3.1.214 based
on RedHat Linux 9 — was used as the operating system for akksi0the following
software packages were also used for our experiments:

— Ffmpeg 0.4.9-prelwhich is an open-source librarf/f{ npeg. sour cef or ge.
net / downl oad. php)that compressesvideo into MPEG-2, MPEG-4, Real Video,
and many more video formats. This package encodes the vidhe BAV(S), be-
fore transmitting to the base station. We used this librargdmpress video in
MPEG-4 and Real Video format for our experiments.

— Iftop 0.16, which is an open-source libraryafwv. ex- par r ot . com ~pdw/ i ft op/)
we used to monitor network activity and bandwidth utilipati Iftop is built atop
of pcap and provides current network activity in a user fiafeg similar to the op
CPU monitor.

— ACE 5.4.3 + TAO 1.4.3 which is an open-sourceww. dr e. vanderbi | t.
edu/ TAO) implementation of the Real-time CORBA [6] specificatioronpvhich
HyARM is built. TAO provides the CORBA Audio/Video (A/V) Staming Ser-
vice [18] that we use to transmit the video from the UAVs to eeckivers via the
base station.

5.2 DRE Multimedia System Experiment Configuration

Our experiment consisted of two (emulated) UAVs that siamdbusly send video to
the base station using the experimentation setup desdritfgelction 5.1. At the base
station, video was retransmitted to the end receivers ¢uithny modifications), where
it was stored to a file. Each UAV hosted two applications, on&@nabled application

5 Since the wireless testbed provided by Emulab is still wiarkrogress and unstable, we sim-
ulated a wireless LAN using a physical LAN with the above $fed network properties.



(emergency response), and one best-effort applicationgilance). Within each UAYV,
computational poweis shared between the applications, while tieéwork bandwidth
is shared among all applications.

To evaluate the QoS provided by HYARM, we monitored CPUzatiion at the two
UAVSs, and network bandwidth utilization between the UAV dhd base station. CPU
resource utilization was not monitored at the base statidrtfze end receiver since they
performed no computationally-intensive operations. T#source utilization of the 10
Mpbs physical link between the base station and the endvercgoes not affect QoS
of applications and is not monitored by HyARM since the isrhye#0 times the 1 MB
bandwidth of the LAN between the UAVs and the base statiom &periment also
monitors properties of the video that affect determine th& @Qf the applications, such
as (1) latency, (2) jitter, (2) frame rate, (4) resolution.

The set point on resource utilization for each resource pasiied at 0.69, which is
the upper bound typically recommended by scheduling teghas, such as rate mono-
tonic algorithm [1]. Since studies [16, 17] have shown thathan eyes can perceive
delays more than 200ms, we use this as the upper bound arnfittee received video.
QoS requirements for each class of application is specifiethg system initialization
and is shown in Table 2.

Class |ResolutiorjFrame Ratg.atency (msec|Jitter (msed
QoS Enabled 024 x 768§ 25 30 200
Best-effort | 320 x 240 15 50 250

Table 2. Application QoS Requirements

5.3 Empirical Results and Analysis

This section presents the results obtained from runningeiperiment described in
Section 5.2 on our DRE multimedia system testbed. We usddray®source utiliza-
tion as a metric to evaluate the adaptive resource manadeeyesbilities of HYARM
under varying input work loads. We also used application @®8 metric to evaluate
HyARM'’s capabilities to support end-to-end QoS requiretaeri the various classes
of applications in the DRE multimedia system. We analyzae¢hesults to explain the
significant differences in system performance and apjdindoS.

Comparison of system performance is decomposed into casopaf resource uti-
lization and application QoS. For system resource utilimatwve compare (1) network
bandwidth utilization of the local area network and (2) CRllaation at the two UAV
nodes. For application QoS, we compare mean values of videmeters, including
(1) picture resolution, (2) frame rate, (3) latency, andji¢tgr.

Comparison of resource utilizatiorOver-utilization of system resources in DRE sys-
tems can yield an unstable system. In contrast, underatiitin of system resources
increases system cost. Figure 6 presents the comparisgstefisresource utilization
with and without HyARM. Figure 6 shows that HYARM maintainstem utilization



Resource Utiization With HyARM

Fig. 6. Comparison of Resource Utilization

close to the desired utilization set point during fluctuatio input work load by trans-
mitting video of higher (or lower) QoS for QoS-enabled (ostseffort) class of appli-
cations during over (or under) utilization of system resest HyARM tries to achieve
the objective function outlined by equation 1 throughouetlifetime of the system by
lowering the utilization set point of best-effort class ppéications, as per equation 2,
and ensuring resource requirements of QoS enabled applisatre met.

Figure 6 shows that without HyARM, network utilization was fsigh as 0.9 dur-
ing increase in work load conditions, which is greater tHamutilization set point of
0.7 by 0.2. As a result of over-utilization of resources, @&S of the received video,
such as average latency and jitter, was affected significantl system resources were
either under-utilized or over-utilized, both of which anedesirable. In contrast, with
HyARM, system resource utilization is always close to th&iidel set point, even during
fluctuations in application work load. During sudden flutiom in application work-
load, system conditions may be temporarily undesirableatmrestored to the desired
condition within several sampling periods. Temporary ewiization of resources is
permissible in our multimedia system since the quality &f video may be degraded
for a short period of time, though application QoS will be deted significantly if poor
quality video is transmitted for a longer period of time.

Latency Inter-frame Delay (jtter)

—
e

uuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuu
uuuuuuuuuuu

Fig. 7. Comparison of Image Latency and Jitter



Comparison of application QoSFigure 7 and Table 3 compare latency, jitter, reso-
lution, and frame-rate of the received video, respectivEdple 3 shows that HyYARM
increases the resolution and frame video of QoS-enablditappns, but decreases the
resolution and frame rate of best effort applications. Re&m and frame rate of lower
priority applications are reduced &mlaptto fluctuations in application work load and
to maintain the utilization of resources at the specifiegsétt.

Source Picture Size / Frame Rate
With HYARM |Without HYyARM
UAV1 QoS Enabled Applicatiori122 X 1496 / 25 960 X 720/ 20
UAV1 Best-effort Application| 288 X 384 /15| 640 X 480/ 20
UAV2 QoS Enabled Applicatiod126 X 1496 / 25 960 X 720/ 20
UAV2 Best-effort Application| 288 X 384 / 15| 640 X 480/ 20

Table 3. Comparison of Video Quality

Figure 7 shows how HyARM reduces the latency and jitter ofréeeived video
significantly. These figures show that the QoS of QoS-enadgigdications is greatly
improved by HYyARM. Although application parameters, susfirame rate and resolu-
tions, which affect thesoft QoS requirements of best-effort applications may be com-
promised, thénard QoS requirements, such as latency and jitter, of all apidioa are
met.

HyARM responds to fluctuation in resource availability avdlemand by constant
monitoring of resource utilization. As shown in Figure 6,amhresources utilization in-
creases above the desired set point, HyARM lowers the afiitim by reducing the QoS
of best-effort applications. This adaptation ensureséhatgh resources are available
for QoS-enabled applications to meet their QoS needs. &igwhows that the values
of latency and jitter of the received video of the system WARM are nearly half of
the corresponding value of the system without HyARM. WithARM, values of these
parameters are well below the specified bounds, whereasutitflyARM, these value
are significantly above the specified bounds due to overatiibn of the network band-
width, which leads to network congestion and results palcisst HyARM avoids this
by reducing video parameters such as resolution and /orefrate, and /or modifying
the compression scheme used to compress the video.

Our conclusions from analyzing the experiments descrillbeye are that apply-
ing adaptive middleware via hybrid control theory to DREteys helps to (1) im-
prove application QoS, (2) increase system resource atiiz, and (3) provide bet-
ter predictability (lower latency and inter-frame delag)®@oS-enabled applications.
These improvements are achieved largely due to monitoriraystem resources, ef-
ficient system workload management, and adaptive resoumasjfpning by means
of HYARMS's network/CPU resource monitors, applicatiomptér, and central con-
troller, respectively.



6 Related Work

A number of control theoretic approaches have been apmi&RE systems recently.
These techniques aid in overcoming limitations with triadial scheduling approaches
that handle dynamic changes in resource availability @wiffely and yield in a rigidly
scheduled systems that adapt poorly to change. A surveyeskttechniques is pre-
sented in [21].

One such approach feedback control schedulifgCS) [22—-26]. FCS algorithms
dynamically adjust resource allocation by means of sofvfaedback control loops.
FCS algorithms are modeled and designed using rigorousatdgheoretic methodolo-
gies, and as a result, these algorithms provide robust aalgtaal performance as-
surances despite uncertainties. Although existing FC&isfgns have shown promise,
existing algorithms often assume that the system has e control variable(s)
that can continuously be adjusted. While this assumptiddshior certain classes of
systems, there are many classes of DRE systems, such agawaod total-ship com-
puting environments that only support a finite a priori sedie€rete configurations. The
control variables in such systems are therefore intrifigidéscrete.

HyARM handles both continuous control variables, such asipé resolution, and
discrete control variable, such as discrete set of frartesrélyARM can therefore be
applied to system that support continuous and/or discedtefscontrol variables. The
DRE multimedia system as described in Section 2 is an exabRREesystem that offers
both continuous (picture resolution) and discrete seti&aate) of control variables.
These variables are modified by HYARM to achieve efficienbuese utilization and
improved application QoS.

CAMRIT [3] applies control theoretic approaches to enstaagmission deadlines
of images over an unpredictable network link and also pitessamalytic performance
assurance that the transmission deadlines are met. CAMRHitars the TCP buffer
length and is used as an indicator of current network baritivaichilability. to meet the
transmission deadlines, CAMRIT modifies application prtips, such aguality factor
of the JPEG image compression scheme. Although this appisamilar to the adap-
tation mechanisms of HYARM, CAMRIT monitors and performsaerce management
only for one resource, the network, and handles only one @g8irement, transmis-
sion deadline. HYARM provideadaptiveresource management of multiple resources
simultaneously, such as CPU utilization of multiple hostd multiple network links. In
addition, HyARM also supports differentiated classes o¥ises to applications based
on their relative priority that is not supported by CAMRIT.

Quality of Service for Objects (QuO) [27] is an open-sourdadieware framework
that provides a bridge between QoS capabilities offeredhbyunderlying network and
QoS requirements of the application. QuO translates agmic QoS requirements into
network and endsystem QoS parameters and relies on thdyinderetwork and mid-
dleware infrastructure to handle fluctuations in resouraglability and /or demand.
Although the architecture of QuO is similar to that of HyARMaptation decisions in
HyARM, such as modification of application parameters aisduece (re)allocation to
applications, are based on advanced hybrid theoretic nthdekaptures the dynam-
ics of the system. Therefore, HyARM handles fluctuation isortgce availability /or



demands in a graceful manner and ensures that utilizatitimeo$ystem resources are
below the desired bounds within a finite period of time.

7 Concluding Remarks

Many distributed real-time and embedded (DRE) systems ddmiad-to-end quality of
service (QoS) enforcement from their underlying platfotmeperate correctly. These
systems increasingly run in open environments, where resavailability is subject
to dynamic change. To meet end-to-end QoS in dynamic envieoits, DRE systems
can benefit from an adaptive middleware that monitors sysésmurces, performs ef-
ficient application workload management, and enable efficesource provisioning to
executing applications.

Resource management mechanisms based on control théeckticques are emerg-
ing as a promising solution to handle the challenges of aatitins with stringent end-
to-end QoS executing in DRE systems. These mechanismsesaddybtiveresource
management capabilities in DRE systems addpt gracefully to fluctuation in re-
source availability and application resource requirenaéniin-time.

This paper described an adaptive middleware called HyARghovides effective
resource management to DRE systems. HYARM employs hybrit@ldechniques to
provide the adaptive middleware capabilities, such asuresamonitoring and applica-
tion adaptation, that are key to providing the dynamic resemanagement capabili-
ties for open DRE systems. We employed HYyARM to a represeatBRE multimedia
system that is implemented using Real-time CORBA and the BOR/V Streaming
Service.

We evaluated the performance of HYARM in a system compostdeé distributed
resources and two classes of applications with two apjbicaeach. Our empirical re-
sults indicate that HYARM ensures efficient resource w@tilan by maintaining the re-
source utilization of system resources within the specifidtzation bounds. HYARM
also ensures QoS requirements of QoS-enabled applicatiomset at all times ensures
efficient, predictable, and adaptive resource manageraeBRE systems.

The lessons learned by applying hybrid control theoretiraach to resource man-
agement to DRE systems thus far include:

— Hybrid control theoretic approaches vyield in adaptiveresource management
middleware that can handle fluctuations in resource avéilahnd/or demand in a
graceful manner. Analytical design of middleware yieldainimplementation that
is correct by construction.

— In a DRE system with heterogeneous resources, achievirgiegtffiutilization of
all system resources may not be possible, as some parts ®fdtean may be over
engineered that the rest of the system. In our multimediallysical network link
between the base station and the end receiver was ovelsimoed compared to the
wireless link between the UAVs and the base station. Thisuree was therefore
under-utilized for the entire system lifetime.

— Developing applications that have various parameterscérabe fine tuned in or-
der to modify the application operation and utilization gétem resources aid in



achieving higher QoS of applications. This also enablesamtaining the system
resource utilization within the desired bounds.

— The current design of HYARM features a centralized corgrollthough the re-

sults in Section 5 show that this approach is feasible for & Bigstem with small
number of resources and applications, a centralized appradl not be scal-
able for a larger DRE systems. We therefore plan to extenduhent design of
HyARM to feature a distributed and/or hierarchical corlgwl

DRE systems are increasingly being used for mission-atitipplications that op-

erate in hostile environments and are subjected to conQ@8tattackshat aim at sig-
nificantly degrade the performance of the system, whichlt®esusignificant degrades
of QoS of these mission critical applications. These agaxten results in loss of sys-
tem resources. In future work, we will extend HyARM to deteeth attacks early and
prevent them from reducing the QoS of mission critical aggilons.
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