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Abstract

Many application domains (such as avionics, telecommuni-
cations, and multimedia) require real-time guarantees from
the underlying networks, operating systems, and middleware
components to achieve their quality of service (QoS) require-
ments. In addition to providing end-to-end QoS guarantees,
applications in these domains must be flexible and reusable.
Requirements for flexibility and reusability motivate the use of
object-oriented middleware like the Common Object Request
Broker Architecture (CORBA). However, the performance of
current CORBA implementations is not yet suited for hard
real-time systems (e.g., avionics) and constrained latency
systems (e.g., teleconferencing).

This paper describes the architectural features and op-
timizations required to develop real-time ORB endsystems
that can deliver end-to-end QoS guarantees to applications.
While some operating systems, networks, and protocols now
support real-time scheduling, they do not provide integrated
solutions. The main thrust of this paper is that advances
in real-time distributed object computing can be achieved
only by systematically pinpointing performance bottlenecks;
optimizing the performance of networks, ORB endsystems,
common services, and applications; and simultaneously in-
tegrating techniques and tools that simplify application de-
velopment.

1 Introduction

An increasingly important class of distributed applications
require stringent quality of service (QoS) guarantees. These
applications include telecommunication systems (e.g., call
processing and switching), avionics control systems (e.g.,
operational flight programs for fighter aircraft), multimedia
(e.g., video-on-demand and teleconferencing), and simula-
tions (e.g., battle readiness planning). In addition to requir-
ing QoS guarantees, these applications must be flexible and
reusable.

The Common Object Request Broker Architecture
(CORBA) is a distributedobject computing middleware stan-
dard defined by the Object Management Group (OMG) [1].
CORBA is intended to support the production of flexible
and reusable distributed services and applications. Many
implementations of CORBA are now available. Two of the
most popular ORBs include IONA’s Orbix, which is widely
considered as the market leader, and Visigenic’s VisiBroker,
which is included in Netscape 4.0.

Our experience using CORBA on telecommunication,
avionics, and medical projects [2] indicates that it is well-
suited for request/response applications over lower-speed
networks (such as Ethernet and Token Ring). However,
CORBA is not well-suited for performance-sensitive real-
time applications, for the following reasons:

� Lack of standard QoS policies and mechanisms: The
CORBA specification defines neither the policies nor mech-
anisms for providing end-to-end QoS guarantees, i.e., from
application to application across a network. For instance,
there is no standard way for clients to indicate the relative
priorities of their requests. Likewise, there are no means for
clients to inform the ORB how frequently an isochronous
object service should execute.

�Lack of real-time features: CORBA does not define key
features that are necessary to support real-time programming.
For instance, there is no standard way to invoke CORBA re-
quests asynchronously, the CORBA specification does not
require the ORB to notify clients when transport layer flow
control occurs, and no threading model is defined by the
CORBA specification. As a result, it is hard to write a
standard CORBA application that is guaranteed not to block
indefinitely when endsystem and network resources are tem-
porarily unavailable.

� Lack of performance optimizations: Existing ORBs
incur significant run-time throughput and latency overhead
[3, 4, 2, 5]. These overheads include excessive data copy-
ing, non-optimized presentation layer conversions, internal
message buffering strategies that produce non-uniform la-
tency, inefficient demultiplexing algorithms, long chains of
intra-ORB virtual function calls, and lack of integration with
underlying OS and network QoS mechanisms.
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This paper describes an integrated ORB endsystem archi-
tecture for constructing real-time ORBs (RT ORBs) that can
ensure end-to-end QoS for applications. QoS guarantees can
be both deterministic (e.g., hard real-time avionics applica-
tions where meeting QoS guarantees is crucial) and statistical
(e.g., latency constrained applications like teleconference and
video-on-demand where minor fluctuations in scheduling and
reliability guarantees are tolerated).

This paper is organized as follows: Section 2 outlines the
features and optimizations required in ORB endsystems to
provide end-to-end QoS guarantees for applications; Sec-
tion 3 summarizes results from our studies [3, 4, 2, 5] of
performance overhead in existing CORBA implementations;
Section 4 describes the feature enhancements and optimiza-
tions we are developing to support high-performance, real-
time ORB endsystems; and Section 5 presents concluding
remarks.

2 Endsystem Requirements for Real-
time CORBA

CORBA Object Request Brokers (ORBs) allow clients to
invoke methods on target object implementations without
concern for:

� Object location – target objects can be located locally
or remotely;

� Programming language – such as C/C++, Java, Ada95,
and Smalltalk;

� OS platform – such as Win32, OS/2, UNIX, and MVS;

� Communication protocols and networks – such as
TCP/IP, IPX/SPX, FDDI, ATM, and Fast Ethernet;

� Hardware – such as RISC vs. CISC.

The components in Figure 1 support this level of trans-
parency.

Steve Vinoski’s article [6] (in this issue of the IEEE Com-
munications Magazine) describes the CORBA middleware
components (e.g., the Object Request Broker, IDL Stubs
and Skeletons, Object Adapter, etc.). However, an ORB
endsystem is more than just middleware – it also contains
the network adapters, operating system I/O subsystem, com-
munication protocols, and common object services. The re-
mainder of this section outlines the requirements of RT ORB
endsystems:

� Policies and mechanisms for specifying end-to-end ap-
plication QoS requirements: ORB endsystems that pro-
vide end-to-end QoS must allow applications to specify their
QoS requirements at a high level with a small number of pa-
rameters (typically throughput, latency, and reliability). For
instance, video-conferencing groupware may require high
throughput and low latency. In contrast, high reliability may
be more important requirements for electronic fund transfer
systems. QoS specification is not addressed by the current
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Figure 1: ORB Endsystem Components for Real-Time
CORBA

CORBA specification. Section 4.4 outlines our mechanism
for allowing applications to specify their QoS parameters on
a per-request or per-object basis.

� Optimized real-time operating system and network:
Regardless of the ability to specify QoS requirements, ORBs
cannot deliver end-to-end QoS guarantees to applications
without network and OS support for predictable I/O op-
erations. Therefore, ORB endsystems must be capable
of scheduling resources such as CPUs, memory, storage
throughput, network adapter throughput, and network con-
nection bandwidth and latency. For instance, OS scheduling
mechanisms must allow high priority CORBA requests to
run to completion and prevent them from being blocked in-
definitely by lower priority operations [7, 8]. Section 4.1
describes an OS I/O subsystem and network adapter that can
provide end-to-end gigabit data rates and �10 msec latency
to CORBA applications.

� Optimized real-time communication protocols: The
throughput, latency, and reliability requirements of multi-
media applications like teleconferencing are more stringent
and varied than those found in traditional applications like
remote loginor file transfer. Likewise, the channel speed, bit-
error rates, and services (such as isochronous and bounded-
latency delivery guarantees) of networks like ATM exceed
those offered by traditional networks like Ethernet. There-
fore, ORB endsystems must provide a range of communi-
cation protocols that can be customized and optimized for
specific application requirements and network/host environ-
ments. Section 4.2 outlines optimizations for the CORBA
General Inter-ORB Protocol (GIOP) [1], which specifies the
request format and transmission protocol that enables inter-
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operability among heterogeneous ORBs.

� Optimized real-time request demultiplexing and dis-
patching: ORB endsystems must demultiplex and dispatch
incoming CORBA requests to the appropriate method of the
target object. In conventional ORBs, demultiplexing occurs
at multiple layers. Layered demultiplexing is often inap-
propriate, however, for real-time applications. In addition
to increasing overhead, the layered demultiplexing and dis-
patching mechanisms in conventional ORBs neither schedule
nor prioritize demultiplexing behavior. Therefore, the ORB
endsystem must provide mechanisms (such as packet filters
[9], de-layered protocol stacks [10], direct demultiplexing
[11], and real-time upcalls [7]) that perform CORBA request
demultiplexing and dispatching efficiently and predictably.
Section 4.3 outlines a de-layered demultiplexing mechanism
and a real-time upcall mechanism that processes CORBA re-
quests predictably regardless of the number of active connec-
tions, application-level target object implementations, and
operations defined in IDL interfaces.

� Optimized memory management: On modern RISC
hardware, data copying consumes a significant amount of
CPU, memory, and I/O bus resources. Therefore, multiple
layers in an ORB endsystem (e.g., the network adapters, I/O
subsystem protocol stacks, Object Adapter, and presentation
layer) must collaborate to minimize data copying [12]. Sec-
tion 4.1 outlines our zero-copy memory management mecha-
nism, which behaves predictably and efficiently irrespective
of user buffer sizes and endsystem workload.

� Optimized presentation layer: Presentation layer con-
versions transform application-level data into a portable for-
mat that masks byte order, alignment, and word length dif-
ferences. There are many techniques for reducing the cost of
presentation layer conversions. For instance, [13] describes
the tradeoffs between using compiled versus interpreted code
for presentation layer conversions. Compiled marshaling
code is efficient, but requires excessive amounts of memory,
which is problematic in many embedded real-time environ-
ments. In contrast, interpreted marshaling code is slower, but
more compact. Section 4.4 outlines how RT ORB endsys-
tems must support worst case guarantees for both interpreted
and compiled marshaling operations.

It is important to recognize that requirements for high per-
formance may conflict with requirements for real-time de-
terminism. For instance, real-time scheduling policies often
rely on the predictability of endsystem operations like thread
scheduling, demultiplexing, and message buffering. How-
ever, certain optimizations (such as using self-organizing
search structures to demultiplex CORBA requests) can in-
crease the average performance of operations, and yet de-
crease the predictability of any given operation. Therefore,
our ORB endsystem is designed with an open architecture
that allows applications to select the appropriate tradeoffs be-
tween average-case and worst-case performance. Moreover,
where possible, we use algorithms and data structures that can
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Figure 2: Latency for Invoking Parameterless Twoway Op-
erations over ATM

optimize for both. For instance, de-layered demultiplexing
paths can increase ORB performance and predictability.

3 Performance Overhead in Current
CORBA Implementations

Real-time CORBA applications are not supported effi-
ciently by conventional CORBA implementations. The pri-
mary sources of overhead include (1) excessive presentation
layer conversions and data copying, (2) inefficient server
demultiplexing techniques, (3) unpredictable buffering algo-
rithms used for network reads and writes, (4) long chains of
intra-ORB virtual function calls, and (5) improper choice of
underlying OS system calls [3, 4, 2, 5].

Figures 2, 3, and 4 illustrate the latency for sending pa-
rameterless requests, octets, and structs between a client and
a target object over an otherwise unused 155 Mbps ATM net-
work. These tests were conducted using a modified version of
the TTCP benchmarking tool. The TTCP tool was enhanced
to support three communication mechanisms: two widely
used implementations of CORBA (Orbix 2.1 and VisiBroker
2.0) and an implementation written in ACE [14] (which is
a lightweight C++ network programming framework imple-
mented directly atop sockets and TCP/IP).

The results of the TTCP benchmarks over ATM were as
follows:

� Latency for parameterless invocations: Figure 2 illus-
trates the latency of the three communication mechanisms
for invoking parameterless twoway operations. This figure
shows the baseline latency for VisiBroker and Orbix is ap-
proximately twice that of the TCP/IP implementation written
with ACE.
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Figure 3: Latency for Sending Octets and Binary Structs over
ATM

� Latency for untyped octet buffers and binary structs:
Figure 3 illustrates the latency for sending relatively small
buffers of untyped octets and structs (containing bi-
nary data in the form of shorts, longs, and doubles)
The buffers ranged from 1 to 1,024 units in powers of two
(whereoctet units are 1 byte each andstructunits are 32
bytes each). For octets, the performance curves are simi-
lar to those in Figure 2, with the latency of the the CORBA
implementations roughly twice as high as the ACE imple-
mentation. For binary structs, the CORBA latency was more
than four times higher than the ACE version as the buffers
increased in size.

� Throughput for untyped octet buffers and binary
structs: Figure 4 illustrates the throughput for sending
large streams of untypedoctets and binarystructs. The
data streams were transmitted in buffer sizes ranging from 1
K to 1,024 K bytes by powers of two. For untyped octets,
the ACE implementation outperforms the CORBA imple-
mentations by �10-15% for buffer sizes upto 8 K. Beyond
that, the performance of all three implementations is similar,
with Orbix performing�5-10% below ACE and VisiBroker.
For binary structs, however, the throughput performance
of the CORBA versions is substantially lower than the ACE
version. Both CORBA implementations achieved only 26-
30% of the throughput of the ACE implementation.

In general, the CORBA implementations performed poorly
when sending binary structs because of excessive copy-
ing and marshaling/demarshaling overhead, many layers of
virtual function calls, and excessive writes resulting from
non-optimal fragmentation of request buffers. In the follow-
ing section, we discuss an RT ORB architecture called TAO
(The ACE ORB) that alleviates these sources of overhead. In
addition, the TAO architecture addresses a more fundamental
issue – that of providing mechanisms to specify and deliver
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Figure 4: Throughput for Sending Octets and Binary Structs
over ATM

end-to-end QoS guarantees to applications.

4 A High-performance ORB Endsys-
tem for Real-Time CORBA

This section describes network interface, operating system,
communication protocol, and CORBA middleware mecha-
nisms we are developing to implement a high-performance
ORB endsystem for real-time CORBA called TAO. Figure 5
illustrates the components in the TAO architecture. These in-
clude a Gigabit I/O subsystem that optimizes conventional OS
I/O subsystems to execute at Gigabit rates over high-speed
ATM networks; a suite of real-time GIOP/IIOP protocols that
provide efficient and predictable transmission of requests us-
ing standard CORBA interoperability protocols; a real-time
Object Adapter that schedules and dispatches CORBA re-
quests in real-time; and a application-specific components
that optimize key sources of overhead in current ORBs and
provides features that support end-to-end QoS guarantees to
applications and higher-level CORBA services.

4.1 Gigabit I/O Subsystem

To implement end-to-end QoS guarantees, we are develop-
ing a high-performance network I/O subsystem. At the heart
of this subsystem is a daisy-chained interconnect compris-
ing a number of ATM Port Interconnect Controller (APIC)
chips [15]. APIC is designed to sustain an aggregate bi-
directional data rate of 2.4 Gbps.

Our Gigabit I/O subsystem builds on the APIC to enhance
conventional operating systems with a zero-copy buffer man-
agement system. At the device level, the APIC interfaces
directly with the main system bus and other I/O devices to
transfer CORBA requests between endsystem buffer pools
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Figure 5: A High-performance ORB Endsystem for Real-
time CORBA

and ATM virtual circuits without incurring additional data
copying. The buffer pools for I/O devices support “direct
demultiplexing” of periodic and aperiodic CORBA requests
into memory shared among user- and kernel-resident threads.

4.2 Real-time GIOP/IIOP Protocols

The CORBA General Inter-ORB Protocol (GIOP) [1] speci-
fies the request format and transmission protocol that enables
ORB-to-ORB interoperability. Conventional CORBA im-
plementations utilize inflexible, static strategies for selecting
the GIOP implementation. For instance, ORBs commonly
implement the GIOP using the Internet Inter-ORB Protocol
(IIOP), which is layered above TCP/IP.

Performance-sensitive real-time applications often can-
not tolerate the latency overhead and jitter of TCP, which
supports functionality (such as adaptive retransmissions, de-
ferred transmissions, and delayed acknowledgments) that can
cause excessive overhead and latency for real-time applica-
tions. Likewise, unreliable protocols like UDP lack function-
ality (such as congestion control,end-to-end flow control, and
rate control), which leads to excessive congestion and missed
deadlines in networks and endsystems.

To enhance flexibility and performance, therefore, TAO
supports the run-time configuration of lightweight GIOP im-
plementations. These protocols optimize the CORBA GIOP
for high-speed networks (e.g., ATM LANs and ATM/IP
WANs) [16] and can be customized for specific applica-
tion requirements. For instance, certain applications that
do not require complete reliability (e.g., teleconferencing
or certain types of imaging). In this case, TAO can selec-
tively omit transport layer functionality (such as retransmis-
sions and end-to-end error handling) and run directly atop
ATM or ATM/IP. Our GIOP transport layer tightly integrates
the underlying ATM/IP infrastructure via techniques such as
ALF/ILP [17], our Gigabit I/O subsystem [18, 19, 20, 21],
and the APIC [15] network adapter.

4.3 Real-Time Object Adapter

The Object Adapter is the component in CORBA that as-
sociates object implementations with the ORB and delivers
requests to the appropriate target object. In addition to its
standard duties, the Object Adapter in TAO is responsible for
real-time scheduling and dispatching of the following ORB
operations:

� Real-time upcalls (RTU): Support for periodic data
transfer and protocol processing is critical for multimedia
and other delay-sensitive applications. To support periodic
delivery of CORBA requests, we have implemented a real-
time upcall (RTU) mechanism [7]. RTUs are an OS schedul-
ing mechanism that provides rate monotonic QoS guarantees
to protocols and CORBA applications. When used in con-
junction with the APIC’s zero-copy buffering and direct de-
multiplexing, RTUs can significantly reduce synchronization
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and context switching overhead for isochronous multimedia
applications.

� De-layered demultiplexing optimizations: A standard
GIOP-compliant CORBA request contains the identity of its
remote object implementation and remote operation. The re-
mote object implementation is represented by an object refer-
ence and the remote operation is represented as a string. Con-
ventional ORB endsystems demultiplex CORBA requests to
the appropriate method of the object implementation using
the following steps (shown at the top of Figure 6):

� Steps 1 and 2 – The OS protocol stack demultiplexes the
incoming CORBA request multiple times (e.g., through
the data link, network, and transport layers) to the ORB’s
Object Adapter;

� Steps 3 and 4 – The Object Adapter uses the addressing
information in the request to locate the appropriate target
object implementation and associated IDL skeleton;

� Step 5 – The IDL skeleton locates the appropriate
method, demarshals the request buffer into method pa-
rameters, and performs the method upcall.

Demultiplexing requests through all these layers is expen-
sive, particularly when a large number of operations appear
in an IDL interface and/or a large number of objects are man-
aged by an ORB. To minimize this overhead, TAO utilizes
de-layered demultiplexing [22] (shown at the bottom of Fig-
ure 6). This approach uses pre-negotiated demultiplexing
keys to map CORBA requests directly to object/method tu-
ples that perform application-level real-time upcalls. To fur-
ther reduce the number of demultiplexing layers, the APIC
can be programmed to directly dispatch CORBA requests
associated with ATM virtual circuits. This strategy reduces
demultiplexing latency and supports end-to-end QoS on a
per-request or per-object basis.

4.4 Application-specific Code and CORBA
Services

Certain ORB endsystem features and optimizations depend
largely on application characteristics. Chief among these
are QoS parameter specifications and presentation layer con-
versions. TAO uses this application-specific information to
guide the selection and/or generation of the following policies
and mechanisms to deliver end-to-end QoS to applications:

� Specifying and mapping QoS requirements: Specifica-
tion of QoS requirements is essential to provide performance
guarantees. Since applications can have widely varying re-
quirements, a structured and general way to specify QoS is
necessary. TAO identifies four application service classes
that encompass continuous media, bulk data, low-latency
transaction message, and high-bandwidth message streams
[7]. These four classes of QoS specifications are defined
using high-level parameters; other low-level parameters are
derived automatically.
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Figure 6: Layered and De-layered CORBA Request Demul-
tiplexing

Several ORB endsystem resources (such as CPU, mem-
ory, network connections, and storage devices) are involved
in satisfying application QoS requirements. Applications
must specify their QoS needs so that the ORB subsystem can
guarantee resource availability. For instance, network con-
nection bandwidth must be determined from the specified
QoS parameters when establishing connections. Likewise,
the amount of computing required to process CORBA re-
quests must be determined so CPU capacity can be allocated
accordingly.

In distributed object systems, real-time applications may
need to specify QoS parameters on a per-request or per-
object basis. For instance, an event service for real-time
avionics may choose to propagate navigation events with a
higher priority (lower latency) than sensor events. In contrast,
a video-on-demand server may only need to specify QoS
parameters per-object.

� Presentation layer optimizations: TAO can generate
and configure multiple strategies for marshaling and demar-
shaling CORBA IDL types. For instance, based on measures
of a type’s run-time usage, the TAO can link in either com-
piled and/or interpreted CORBA IDL stubs and skeletons.
This flexibilitycan achieve an optimal tradeoff between inter-
preted code (which is slow, but compact in size) and compiled
code (which is fast, but larger in size) [13].

Likewise, TAO can cache premarshaled application data
units (ADUs) that are used repeatedly. Caching improves
performance when ADUs are transferred sequentially in “re-
quest chains” and each ADU varies only slightly from one
transmission to the other. In such cases, it is not necessary
to marshal the entire ADU every time. This optimization re-

6



quires TAO to perform flow analysis [23, 24] of application
code to determine what request fields can be cached.

Although these techniques can significantly reduce mar-
shaling overhead for the common case, real-time applications
with static scheduling policies often consider only worst-case
execution. As a result, the flow analysis optimizations de-
scribed above can only be employed under certain circum-
stances, e.g., for applications that can accept statistical QoS
guarantees or when the worst case scenarios are still sufficient
to meet deadlines.

5 Concluding Remarks

Currently, there is significant interest in developing high-
performance implementations of real-time ORB endsystems.
However, meeting these needs requires much more than
defining ORB QoS interfaces using CORBA IDL – it requires
an integrated architecture that delivers end-to-end QoS guar-
antees at multiple levels of the entire system. The architecture
we describe in this article addresses this need with the fol-
lowing policies and mechanisms spanning network adapters,
operating systems, communication protocols, and CORBA
middleware:

� Real-time scheduling of OS and network resources;

� A high-performance ATM Port Interface Controller
(APIC);

� Efficient zero-copy buffer management that shares
CORBA request buffers across OS protection domains;

� Customized real-time implementations of GIOP-
compliant communication protocols;

� Real-time Object Adapter implementation with real-
time upcalls (RTUs) and de-layered demultiplexing us-
ing kernel-level packet filters;

� Lightweight presentation layer based on compiler anal-
ysis and efficient buffer management schemes;

� Application interface for specifying end-to-end QoS and
mapping this onto individual CORBA requests and/or
sessions.

TAO’s architecture is designed to offer determinis-
tic and statistical guarantees to real-time applications.
More information on real-time CORBA is available
through the OMG Realtime Special Interest Group
(http://www.omg.org/sigs.htm), which provides a forum for
defining CORBA standards applicable to isochronous and
real-time domains, and from our CORBA WWW page
(http://www.cs.wustl.edu/�schmidt/corba.html).
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